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These notes are a "work in progress". My intention is to cover some topics in electrodynamics especially radiation - from the "relativity-first" viewpoint. I assume that the reader has taken an introductory course in electromagnetism, with a brief introduction to Maxwell's equations. And although these notes introduce special relativity, prior exposure to the kinematics of special relativity will be helpful.
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## 1 Introduction

The organization of these notes is based on my strong belief that it is a mistake to push special relativity towards the end of any course. Special relativity takes both practice and time to absorb. And delaying its study seems especially silly in electrodynamics, as some topics benefit from its usage, even when not strictly required.

As an example, consider determining the electric and magnetic fields due to a uniformly moving point charge. There are two different - but equally valid - approaches to determining these fields:
(1) use the general formulae for the fields due to moving point charges, or
(2) take the Coulomb field in the rest frame of the electron, where there is no magnetic field, and
then use the rules for transforming fields from one inertial frame to another, to determine the magnetic and electric fields in the frame where the electron is moving; i.e., the frame that we are interested in.

The second approach, based on special relativity, is more efficient. It is also more elegant and the relevant formulae are easily remembered.

Therefore these notes begin with an introduction to special relativity. Then, where possible, special relativity is incorporated into derivations, discussions, and problems.

The "relativity first" approach to electrodynamics is taken by one of the classic books of physics: Landau and Lifshitz's The classical theory of fields [1] (L\&L) which is great to look at for inspiration and insight, but utterly unsuitable as a textbook.

In contrast, it is hard to imagine improving on the overall style, substance, and attention to pedagogy of Griffiths, Introduction to electrodynamics, 4th ed. [2] (abbreviated as GITE4 throughout these notes). I use GITE4's notation and conventions - including the infamous $r$ - unless I have a compelling reason not to. I also incorporate some of GITE4's arguments and recommend some of his problems as practice.

You may consider these notes as a "bridge" between GITE4 and L\&L. My hope is that they make L\&L's beautiful approach more accessible. Accelerate to radiate!

## 2 Some abbreviations, symbols, and housekeeping matters

| symbol | meaning |
| :--- | :--- |
| GITE4 | Griffiths's Introduction to electrodynamics, 4th ed. |
| L\&L | Landau and Lifshitz (possibly followed by specification of a volume and section number) |
| DLMF | NIST Digital Library of Mathematical Functions |
| A\&S | Abramowitz and Stegun's Handbook of Mathematical Functions |
| SR | special relativity |
| wrt | with respect to |
| op. cit. | in the work previously mentioned or quoted |
| cf. | compare |
| XX | placeholder for material to be corrected or added later |
| 1 | link to a video that I have made (Youtube version) |
| link to a video that I have made (Microsoft Streams version, no ads, UW only) |  |
|  | video pages and (optionally) comments/corrections on |
| $:=$ | presentation (incomplete/experimental) |
| $=:$ | definition (symbol on LHS is being defined) |
| $\equiv$ | an equition (symbolence on RHS is being defined) |
| $\square$ | end of proof or demonstration |
| $\otimes$ | into page (vector) |
| $\odot$ | out of page (vector) |
| $=$ | an incorrect or dubious result |

New terminology is introduced in these notes using bold-face. When brackets are put around a part of the terminology, it is to be understood that for brevity the bracketed part may be dropped in what follows, but is implicit. For example, after I introduce (Lorentz) tensors, I normally drop "Lorentz", since I do not talk about any other sort of tensor.

I try to follow the notation and conventions of GITE4, with some exceptions. ${ }^{1}$
 as a "vector". Otherwise, here and in tests and quizzes I use bold face, as in E.

There are a variety of electromagnetic "unit systems" in use. I will use the the same system as in GITE4: the International System of Units, abbreviated as "SI". ${ }^{2}$ For further comments on differing unit systems see Section E.

These notes contain references to journal articles. Some are to acknowledge the sources that I have used and may not be particularly useful to look at - I have tried to explicitly indicate which ones might be useful. These references will also normally be links that take you directly to the "official" journal page for the articles. These pages will offer the option to purchase the article; however, if you are a UW student it is not necessary to pay for these articles, as they may be freely accessed using the library: https://login.proxy.lib.uwaterloo.ca/login (Please contact me if you have problems accessing an article freely.)

## 3 Comments on Exercises and Problems

At the end of most sections I have provided two types of questions to help you learn the material:

1. The Exercises are intended to be activities that allow you to become familiar with the concepts, practice algebraic manipulation, and so-on, without too much strenuous effort (one sitting?). In some cases I refer you to questions in standard references; e.g., GITE4 [2] and Zangwill [3].
2. The Problems are where it is at. Problems are intended to illustrate that the main subject matter is useful. They may take several sittings and/or require you to extend the material of the text.

My classification scheme is imperfect. Do not get mad at me if you struggle with an Exercise or you find a Problem to be uninteresting.

I have selected the Exercises and Problems because I have found solving them to be worthwhile (at least once). That is a personal decision - ultimately only you can decide the subset, superset, or non-intersecting set(!) of questions that lead to your desired level of understanding and familiarity.

[^0]
## 4 Relativistic velocity addition (GITE4 12.1.1)

- in mechanics problems it is common to use the velocity addition rule:

a relation that seems almost unquestionable, as if it is a tautology.
For example, consider a ping-pong ball $(B)$ hit by a moving paddle $(P)$. Assuming that the paddle's motion is unaffected by the collision, the ball's motion is most easily analyzed, not in the earth's frame $(E)$, but in the frame in which the paddle is stationary. In a one-dimensional model we determine the ball's velocity in the paddle frame, before the collision, using: ${ }^{3}$

$$
\begin{equation*}
v_{B P, x, \text { before }}=v_{B E, x, \text { before }}-v_{P E, x} \tag{2}
\end{equation*}
$$

Then in the straightforward case that the collision with the bat is elastic, the ball's velocity in the paddle frame just reverses, so that $v_{B P, x, \text { after }}=-v_{V E, x, \text { before }}$, and then we use

$$
\begin{equation*}
v_{B E, x, \text { after }}=v_{B P, x, \text { after }}+v_{P E, x} \tag{3}
\end{equation*}
$$

to get the final velocity of the ball in the earth's frame, which is what we are interested in.

- despite the "obviousness" of Eq. 1, it is not true in special relativity. Instead, in one spatial dimension we have the relativistic velocity addition formula:

$$
\begin{equation*}
v_{A C, x}=\frac{v_{A B, x}+v_{B C, x}}{1+\frac{v_{A B, x} v_{B C, x}}{c^{2}}} \tag{4}
\end{equation*}
$$

where $c$ is the speed of light. (In cases where the velocity vectors are non-collinear the formula is a bit more complicated; we will just discuss one spatial dimension in this section.)

Note that Eq. 4 does reduce to the familiar Eq. 1 in the non-relativistic limit: $\left|v_{A B, x}\right| / c \ll 1$ and $\left|v_{B C, x}\right| / c \ll 1$.

- GITE4 calls attention to the relativistic velocity addition rule in his introductory section for special relativity (12.1.1). That is unorthodox, but enlightened - the conventional approach to special relativity starts with the jarring concepts of non-simultaneity, time dilation, and length contraction. These notions are completely absent from non-relativistic physics.

On the other hand, the relativistic velocity addition formula is a modification of something that we are quite used to, namely Eq. 1.

[^1]GITE4 does not actually show how the relativistic velocity addition law arises until after his introduction to the Lorentz transformations. But there is a nice way to derive this result from the basic ideas of SR, first introduced by Mermin [4]. I will go over Mermin's derivation now.

- imagine taking a VIA train from Kitchener to Toronto. ${ }^{4}$ You are standing at the back of a coach. You kick a soccer ball down the aisle towards the front of the train. Simultaneously you also send a short pulse of light in the same direction, whereupon reaching the front of the coach, it partially reflects on a window, and some of the light heads back towards you. The soccer ball and the returning light pulse will then meet somewhere along the aisle in front of you.

- you could characterize the meeting place of the soccer ball and light pulse by how far ahead of you that they meet; i.e., a distance. But any prior knowledge of SR will suggest to you that a distance such as this might be dependent on your reference frame. Instead, imagine characterizing the meeting place by the seat row number along the coach. You could rely on a person sitting in the seat adjacent to the meeting point to give you that information. That seat row number cannot not change between reference frames - it is an invariant.

The strategy for derivation of the velocity addition law will be to determine this invariant in two inertial frames:
(1) the train frame, in terms of $v_{B T, x}$, and
(2) the earth frame, in terms of $v_{B E, x}$ and $v_{T E, x}$,
where $B$ refers to the ball, $T$ to the train, and $E$ to the earth.
By equating the invariant seat row number computed in these two frames, we (hope to be able to) determine $v_{B E, x}$ in terms of $v_{B T, x}$ and $v_{T E, x}$, without any reference to the specifics of the coach length, times, etc...

- suppose that there are $N$ rows of seats in the coach (also an invariant), evenly spaced along the train, and that the ball and light pulse meet at row $i$. I will use $g:=i / N$ as the frame invariant.

We will find that $g$ can be computed independently of $L$ in each frame, which is good, as we will avoid assuming that the coach's length $L$, is the same in both the earth and coach's

[^2]frame (its rest frame).

- we start with the earth frame case. The time duration from the kick until the meeting of the ball and light pulse will be divided into two parts:

$$
\begin{equation*}
t=\Delta t_{1}+\Delta t_{2} \tag{5}
\end{equation*}
$$

where $\Delta t_{1}$ is the time it takes the light pulse to make it to the reflection at the front of the coach, and $\Delta t_{2}$ is the time that it takes from the reflection until the meeting with the soccer ball.

While the light pulse is travelling towards the front of the coach, the coach moves forward by $v_{T E, x} \Delta t_{1}$. Thus the amount of distance that the light pulse has to travel is $L+v_{T E, x} \Delta t_{1}$. Thus, $c \Delta t_{1}=L+v_{T E, x} \Delta t_{1}$ which may be rearranged to give:

$$
\begin{equation*}
\Delta t_{1}=\frac{L}{c-v_{T E, x}} \tag{6}
\end{equation*}
$$

To make it to the meeting point, the light pulse will have to travel a distance of $g L-v_{T E, x} \Delta t_{2}$. Note that now the required distance is diminished due to the train's motion. Thus $c \Delta t_{2}=$ $g L-v_{T E, x} \Delta t_{2}$, which may be rearranged to give:

$$
\begin{equation*}
\Delta t_{2}=\frac{g L}{c+v_{T E, x}} \tag{7}
\end{equation*}
$$

Recall that it is $g$ that we want; let us divide Eq. 7 by 6, to obtain:

$$
\begin{equation*}
\frac{\Delta t_{2}}{\Delta t_{1}}=g \frac{\left(c-v_{T E, x}\right)}{\left(c+v_{T E, x}\right)} \tag{8}
\end{equation*}
$$

which we may rearrange to give:

$$
\begin{equation*}
g=\frac{\left(c+v_{T E, x}\right)}{\left(c-v_{T E, x}\right)} \frac{\Delta t_{2}}{\Delta t_{1}} \tag{9}
\end{equation*}
$$

The ratio $\Delta t_{2} / \Delta t_{1}$ may be determined by considering the conditions for the collision to occur. From the kick to the collision, the ball travels: $v_{B E, x}\left(\Delta t_{1}+\Delta t_{2}\right)$. Likewise, at the collision time, the light pulse will be a distance $c\left(\Delta t_{1}-\Delta t_{2}\right)$ from where it started together with the ball. (Remember that the light pulse direction reverses, travelling in the $+v$ direction for $\Delta t_{1}$ and the negative direction for $\Delta t_{2}$.) For a collision, we equate these two distances, giving:

$$
\begin{equation*}
v_{B E, x}\left(\Delta t_{1}+\Delta t_{2}\right)=c\left(\Delta t_{1}-\Delta t_{2}\right) \tag{10}
\end{equation*}
$$

which may be rearranged to obtain:

$$
\begin{equation*}
\frac{\Delta t_{2}}{\Delta t_{1}}=\frac{c-v_{B E, x}}{c+v_{B E, x}} \tag{11}
\end{equation*}
$$

then substituted into Eq. 9 to give: ${ }^{5}$

$$
\begin{equation*}
g=\frac{\left(c+v_{T E, x}\right)}{\left(c-v_{T E, x}\right)} \frac{\left(c-v_{B E, x}\right)}{\left(c+v_{B E, x}\right)} \tag{12}
\end{equation*}
$$

- now we want the analogous expression to Eq. 12 for $g$, but computed in the train frame in terms of $v_{B T, x}$. But do we really have to redo everything in this new frame? No! We could rewrite everything, using $\Delta t_{1}^{\prime}$ instead of $\Delta t_{1}, \Delta t_{2}^{\prime}$ instead of $\Delta t_{2}$, and $L^{\prime}$ instead of $L$, using the 's to denote the fact that these times and distances may be different in the train frame, but we would just get the result of Eq. 12, with the replacements $v_{T E, x} \rightarrow v_{T T, x}=0$ and $v_{B E, x} \rightarrow v_{B T, x}:$

$$
\begin{equation*}
g=\frac{\left(c-v_{B T, x}\right)}{\left(c+v_{B T, x}\right)} \tag{13}
\end{equation*}
$$

Almost finished! We now equate the invariant $g$, as computed in both frames, Eq's 12 and 13 , to give the desired relationship between $v_{B E, x}, v_{B T, x}$, and $v_{B E, x}$ :

$$
\begin{equation*}
\frac{\left(c-v_{B T, x}\right)}{\left(c+v_{B T, x}\right)}=\frac{\left(c+v_{T E, x}\right)}{\left(c-v_{T E, x}\right)} \frac{\left(c-v_{B E, x}\right)}{\left(c+v_{B E, x}\right)} \tag{14}
\end{equation*}
$$

which may be rearranged to obtain:

$$
\begin{equation*}
\frac{\left(c-v_{B E, x}\right)}{\left(c+v_{B E, x}\right)}=\frac{\left(c-v_{B T, x}\right)}{\left(c+v_{B T, x}\right)} \frac{\left(c-v_{T E, x}\right)}{\left(c+v_{T E, x}\right)} . \tag{15}
\end{equation*}
$$

A relevant piece of mathematical minutiae: some simple algebra shows that the function $y=(1-x) /(1+x)$ is its own inverse, so that $x=(1-y) /(1+y)$. Applying this here gives:

$$
\begin{align*}
\frac{v_{B E, x}}{c} & =\frac{1-\frac{\left(c-v_{B T, x}\right)}{\left(c+v_{B T, x}\right)} \frac{\left(c-v_{T E, x}\right)}{\left(c+v_{T E, x}\right)}}{1+\frac{\left(c-v_{B T, x}\right)}{\left(c+v_{B T, x}\right)} \frac{\left(c-v_{T E, x}\right)}{\left(c+v_{T E, x}\right)}}  \tag{16}\\
& =\frac{\left(c+v_{B T, x}\right)\left(c+v_{T E, x}\right)-\left(c-v_{B T, x}\right)\left(c-v_{T E, x}\right)}{\left(c+v_{B T, x}\right)\left(c+v_{T E, x}\right)+\left(c-v_{B T, x}\right)\left(c+v_{T E, x}\right)}  \tag{17}\\
& =\frac{2 c v_{T E, x}+2 c v_{B T, x}}{2 c^{2}+2 v_{T E, x} v_{B T, x}}  \tag{18}\\
v_{B E, x} & =\frac{v_{B T, x}+v_{T E, x}}{1+\frac{v_{B T, x} v_{T E, x}}{c^{2}}} \tag{19}
\end{align*}
$$

as required $\square$.

[^3]- later we will rederive the relativistic velocity addition formula, starting from the Lorentz transformations, and also consider the non-collinear case. But I like the preceding derivation (due to Mermin [4]), as it offers another context for consideration of the tenets of special relativity. I will recap the important points:
(1) we took the speed of light ${ }^{6}$ to be the same in the train and earth frame! Note how this assumption slipped into the derivation when I adapted the formula for $g$ in the earth frame to the formula for $g$ in the train frame (Eq. 12 to 13).
(2) we assumed that in the two inertial frames, the soccer ball travelled at a constant velocity (obviously neglecting friction, air resistance, and so-on). In fact, this property should be taken as the definition of an inertial frame. ${ }^{7}$
(3) we identified a relevant invariant: something that remained constant, independent of the inertial frame. In this derivation, we took the existence of the "seat row number" invariant as manifest. Sometimes we will justify invariance; sometimes we will assume it. For example, later we will assume that electric charge is an invariant, or more precisely, a Lorentz invariant; e.g., an electron's charge is the same in all inertial frames. This assumption can be, and has been, physically tested.
- there is an interesting condensation of the relativistic velocity addition formula. Consider the following purely mathematical identity (DLMF 4.35.3):

$$
\begin{equation*}
\tanh (u \pm v)=\frac{\tanh u \pm \tanh v}{1 \pm \tanh u \tanh v} . \tag{20}
\end{equation*}
$$

Notice the similarity in form to the relativistic velocity addition formula, Eq. 19. If we consider a change of variables of each velocity projection, $v_{x}$, to $\theta_{x}$, so that $v_{x} / c=\tanh \theta_{x}$, then Eq. 20 allows the relativistic velocity addition formula, Eq. 19, to be written as:

$$
\begin{equation*}
\theta_{A C, x}=\theta_{A B, x}+\theta_{B C, x} \tag{21}
\end{equation*}
$$

The $\theta$ representations of velocity components are known as rapidities and I will use them a bit more than GITE4 does.

## Exercises

XX Check back soon!

[^4]
## 5 An experimental test of relativistic velocity addition

- experimentally testing the relativistic velocity addition formula, Eq. 4, seems difficult when both $\left|v_{A B, x}\right| / c \ll 1$ and $\left|v_{B C, x}\right| / c \ll 1$, as it simply reduces to the non-relativistic formula.
- ideally for a test we want at least one of the speeds to be comparable to that of light. A historically important experiment due to Fizeau makes one of the speeds that of light in a moving material (comparable in magnitude to that of the speed in vacuum), and the other that of the moving material itself.

In this section, I will discuss this so-called Fizeau aether drag experiment. In particular, I will show how the data from an informative recreation of this experiment due to Lahaye et al. [5] supports the relativistic velocity addition formula. (I mainly follow the notation and presentation of Lahaye et al.'s paper, which also contains a comprehensive set of references to the history of this influential experiment.)

- recall from optics the refractive index:


At visible wavelengths, $n \approx 1.33$ for water, and $n \approx 1.003$ for air.
Let me be precise about what the phase velocity is: suppose that we have an electromagnetic wave, with wavelength $\lambda$ and frequency $f$, travelling in the + ve $x$ direction:

$$
\begin{equation*}
\mathbf{E}(x, t)=\mathbf{E}_{0} \cos \underbrace{\left(\frac{2 \pi}{\lambda} x-2 \pi f t+\phi\right)}_{=: \varphi} \tag{23}
\end{equation*}
$$

and that we observe this wave while travelling at speed $v$ in the positive $x$ direction. i.e, our location is

$$
\begin{equation*}
x=v t . \tag{24}
\end{equation*}
$$

Substituting this position into the "phase" of Eq. 23 we obtain

$$
\begin{align*}
\varphi & =\frac{2 \pi v t}{\lambda}-2 \pi f t+\phi  \tag{25}\\
& =2 \pi t\left(\frac{v}{\lambda}-f\right)+\phi \tag{26}
\end{align*}
$$

showing that if our speed $v$ satisfies

$$
\begin{equation*}
v / \lambda=f \tag{27}
\end{equation*}
$$

then we will "ride the wave" with constant phase. ${ }^{8}$

[^5]As such, the definition of phase velocity is

$$
\begin{equation*}
v_{p}:=f \lambda . \tag{28}
\end{equation*}
$$

The refractive index is just a handy way to compare $v_{p}$ to $c$, the phase velocity in vacuum.

- what if the medium is moving?

Think of a somewhat analogous situation with sound waves in air $(\approx 300 \mathrm{~m} / \mathrm{s})$ :


The sound takes longer to get to you when it is travelling into an opposing wind.
Clearly velocity addition is important when considering wave propagation in a moving medium.
It makes sense that $n$ and thus $v_{p}$ are for the medium when it is at rest, and that $v_{p}$ will be different in a frame in which the medium is moving.

The "idea" behind Fizeau's experiment is a comparison between the phase velocities of light, measured in the lab frame, between light travelling in the same direction as moving water:

and in the opposite direction as water:


The results of the comparison depend on which velocity addition law we use, and provide confirmation that the relativistic law is the correct one.

Here is a simplified drawing of the modern apparatus of Ref. [5]:


There are two paths that the light can take from the laser to the detector:

1. counter-clockwise (CCW): reflect off the beam splitter, travel counterclockwise around loop (against the flow of the water), reflect off the beam splitter and then go into detector.
2. clockwise (CW): transmit through the beam splitter, travel clockwise around loop (with the flow of water) and go towards the detector.

The light from these two paths can interfere at the detector depending on the relative phase. e.g., if $\pi$ phase difference is accumulated, the two paths destructively interfere, and no light is seen at the detector. For zero phase difference, or integer multiples of $2 \pi$ phase difference, the interference is completely constructive - the maximum amount of light will be detected. The interferometer measures the relative phase of the two paths.

The only variation in the relative phase between the two paths will be due to their passage through the water, for which we can control the flow rate. Thus we will concentrate on the phase accumulated by passing through the water, and its dependence on the water velocity.

From Eq. 23, the phase accumulated by passage through the water will be:

$$
\begin{equation*}
\Delta \varphi=\frac{2 \pi}{\lambda} L \tag{29}
\end{equation*}
$$

By Eq. 27, we substitute $\lambda=v_{p} / f$ to obtain:

$$
\begin{equation*}
\Delta \varphi=2 \pi \frac{L f}{v_{p}} \tag{30}
\end{equation*}
$$

For water stationary in the laboratory frame, we may use $v_{p}=c / n$, and there is no difference in the phase accumulated by passage through the water in the CCW and CW paths.

The situation changes if water is flowing, because for the water flow direction shown in the diagram, the CCW beam travels against the water flow direction, and the CW beam travels with the flow direction.

I will first consider the phase difference between CW and CCW, assuming the non-relativistic velocity addition law is valid (which it is not). For the CCW beam:

$$
\begin{equation*}
v_{p, C C W} \stackrel{?}{=} \frac{c}{n}-v_{w, C W} \tag{31}
\end{equation*}
$$

analogous to the example that we gave for sound waves, with $v_{w, C W}$ positive for water flow in the clock-wise direction, as shown in the apparatus diagram.

Likewise, for the CW path:

$$
\begin{equation*}
v_{p, C W} \stackrel{?}{=} \frac{c}{n}+v_{w, C W} \tag{32}
\end{equation*}
$$

As I have discussed, the interferometer measures the phase difference of the CCW and CW beams: ${ }^{9}$

$$
\begin{align*}
\Delta \varphi_{\text {non-relativistic }} & =\Delta \varphi_{C C W}-\Delta \varphi_{C W}  \tag{33}\\
& =2 \pi L f\left(\frac{1}{v_{p, c c w}}-\frac{1}{v_{p, c w}}\right)  \tag{34}\\
& =2 \pi L f\left(\frac{1}{c / n-v_{w, C W}}-\frac{1}{c / n+v_{w, C W}}\right) . \tag{35}
\end{align*}
$$

Rewriting in a form suitable for an expansion:

$$
\begin{equation*}
\Delta \varphi_{\text {non-relativistic }}=\frac{2 \pi L f}{c / n}\left(\frac{1}{1-n v_{w, C W} / c}-\frac{1}{1+n v_{w, C W} / c}\right) \tag{36}
\end{equation*}
$$

Since $n_{w} \approx 1.33$ and $v_{w, C W} \ll c$, the quantity $\left|n v_{w, C W} / c\right| \ll 1$ and thus we may use $1 /(1+x)=$ $1-x+x^{2}+\ldots$ on each of the bracketed terms to obtain:
$\Delta \varphi_{\text {non-relativistic }}=\frac{2 \pi L f}{c / n}\left[1+\frac{n v_{w, C W}}{c}+\left(\frac{n v_{w, C W}}{c}\right)^{2}+\ldots-\left(1-\frac{n v_{w, C W}}{c}+\left(\frac{n v_{w, C W}}{c}\right)^{2}+\ldots\right)\right]$.
To lowest non-vanishing order:

$$
\begin{align*}
& \Delta \varphi_{\text {non-relativistic }} \approx \frac{2 \pi L f}{c / n} \frac{2 n v_{w, C W}}{c}  \tag{38}\\
& \Delta \varphi_{\text {non-relativistic }} \approx 4 \pi \frac{L f}{c} \frac{v_{w, C W}}{c} n^{2} \tag{39}
\end{align*}
$$

Thus the phase difference scales linearly with $v_{w, C W}$ : increasing $v_{w, C W}$ will cycle through constructive and destructive interference.

Now let us repeat this calculation of $\Delta \varphi$, but this time using the relativistic velocity addition formula.

[^6]The relativistic velocity addition formula gives $v_{p, C C W}=\left(c / n-v_{w, C W}\right) /\left(1-v_{w}(c / n) / c^{2}\right)$ and similarly for $v_{p, C W}$, which we substitute into Eq. 34 to obtain:

$$
\begin{align*}
\Delta \varphi_{\text {relativistic }} & =\Delta \varphi_{C C W}-\Delta \varphi_{C W}  \tag{40}\\
& =2 \pi L f\left[\frac{\left(1-v_{w, C W} /(n c)\right)}{c / n-v_{w, C W}}-\frac{\left(1+v_{w, C W} /(n c)\right)}{c / n+v_{w, C W}}\right] . \tag{41}
\end{align*}
$$

Again, we rearrange into a form suitable for expansion:

$$
\begin{equation*}
\Delta \varphi_{\text {relativistic }}=\frac{2 \pi L f}{c / n}\left[\frac{\left(1-v_{w, C W} /(n c)\right)}{1-n v_{w, C W} / c}-\frac{\left(1+v_{w, C W} /(n c)\right)}{1+n v_{w, C W} / c}\right] . \tag{42}
\end{equation*}
$$

Again, $\left|n v_{w, C W} / c\right| \ll 1$, so we expand the denominators to obtain:

$$
\begin{align*}
\Delta \varphi_{\text {relativistic }} \approx & \frac{2 \pi L f}{c / n}\left[\left(1-v_{w, C W} /(n c)\right)\left(1+n v_{w, C W} / c-\left(n v_{w, C W} / c\right)^{2}+\ldots\right)\right. \\
& \left.-\left(1+v_{w, C W} /(n c)\right)\left(1-n v_{w, C W} / c+\left(n v_{w, C W} / c\right)^{2}+\ldots\right)\right] \tag{43}
\end{align*}
$$

which to lowest non-vanishing order gives:

$$
\begin{align*}
& \Delta \varphi_{\text {relativistic }} \approx \frac{2 \pi L f}{c / n} 2\left[\frac{n v_{w, C W}}{c}-\frac{v_{w, C W}}{n c}\right]  \tag{44}\\
& \Delta \varphi_{\text {relativistic }} \approx 4 \pi \frac{L f}{c} \frac{v_{w, C W}}{c}\left(n^{2}-1\right) \tag{45}
\end{align*}
$$

This result for $\Delta \varphi$ should be contrasted to the non-relativistic result, Eq. 39. In both cases $\Delta \varphi$ is proportional to $v_{w, C W}$. However, the relativistic result differs by a factor of $\left(n^{2}-1\right) / n^{2}$ from the non-relativistic one. For $n=1.33$ (water at 532 nm ), $\left(n^{2}-1\right) / n^{2} \approx 0.43$.

The data of Lahaye et al. [5] conclusively support the relativistic velocity addition formula:


Figure 1: The phase difference between the CCW and CW paths as a function of the speed of the water. The non-relativistic prediction (Eq. 39) and relativistic predictions (Eq. 45) are shown with lines, together with a fit to the experimentally measured data points. (Figure 6 of Lahaye et al. [5]).

## 6 The relativity of simultaneity $\boldsymbol{M}$ (GITE4 12.1.2(i))

- suppose that you release two pulses of light from the center of a train coach, one travelling towards the front, and one travelling towards the back. No matter whether or not the train is moving with respect to the earth, both pulses will reach the ends of the coach simultaneously according to people on the train.

But if the train is moving forwards, someone at rest on the earth will think that the light pulse going backwards will arrive first, as it has less distance to travel (in the earth's frame) because of the train's forward motion.

Thus for two events - such as the light pulses hitting the two ends of the coach - whether or not they occur at the same time, their so-called simultaneity, is dependent on the reference frame. In the train example, an observer in the reference frame of the train will consider the events simultaneous, whereas earth observers will not.

- in many situations there is a "trivial" apparent lack of simultaneity related to the propagation of signals. For example, when lighting strikes, we hear it after we see it. For a 1 s delay, we may estimate how far away lightning struck: $d \approx 340 \mathrm{~m} / \mathrm{s} \times 1 \mathrm{~s} \approx 0.34 \mathrm{~km}$, where we have taken the speed of sound to be $340 \mathrm{~m} / \mathrm{s}$ and assumed the light flash arrived instantaneously due to its much higher speed.

The "simultaneous" events of the production of sound and light at the location of the lightning strike do not "appear" simultaneous to us. However, they would be if we corrected for the signal propagation times.

Similarly, if after releasing the two light pulses from the center of the train, we walked a bit forward, we would see the light pulse hitting the front of the train first, because of the change in the time required for this light to make its way back to us.

All of these signal propagation delays may be corrected for - at least in principle. In this course we adopt GITE4's terminology and use the terms observe and observer in a very precise way to denote that our observations have accounted for the propagation effects. For example, with this terminology, we say that a person observes that thunder and lightning occur at the same time, no matter how far away they are from the lightning strike. All the passengers on the moving train observe that the light pulses hit the two ends at the same time, no matter where they are sitting. On the other hand, an observer in the earth's frame does not consider the pulses hitting the ends of the coach to be simultaneous. At the risk of belabouring a point: the relativity of simultaneity is not due to signal propagation delays! It is much more fundamental than that.

- one way that events may be observed is to fill an inertial reference frame up with a "lattice" of observers, evenly spaced, with synchronized clocks, and then rely on them to report back their observations to you. Note that "synchronization" implies simultaneity, which is only guaranteed if all clocks are stationary in a single common inertial reference frame.


## 7 Relativistic time dilation © (GITE4 12.1.2(ii))

- my treatment here (and for relativistic length contraction and the Lorentz transformations) follows that found in GITE4, Section 12.1.2. It is concrete, but clunky: moving trains with a generous topping of anthropomorphization. To those already familiar with these arguments, who desire a cleaner, more abstract approach, see Landau and Lifshitz [1]. They base their derivation of the Lorentz transformations on the invariance of the interval. But if that means nothing to you (yet), read on.
- suppose that you let a light pulse travel from $h=1 \mathrm{~m}$ above ground to the ground directly beneath you. It reflects on a mirror and heads back to you.


You consider the time between emitting the pulse and receiving the reflected pulse back to be a single "tick" of a clock, of duration:

$$
\begin{align*}
\Delta t_{T} & =\frac{2 h}{c}  \tag{46}\\
& \approx \frac{2 \mathrm{~m}}{3 \times 10^{8} \mathrm{~m} / \mathrm{s}}  \tag{47}\\
& \approx 6 \mathrm{~ns} \tag{48}
\end{align*}
$$

Now suppose that you use this clock on a moving train coach. The train moves to the right, in a direction orthogonal to the direction that you send the light pulse.
To observers in the earth's frame the light pulse moves to the right, so as to meet you, since you are moving:


Our goal is now to determine how long a observer in the earth's frame thinks a tick of your clock is, $\Delta t_{E}$.

Critical to the following analysis is that $h$ is the same in both the earth's and train's frame. This is a general result; specifically, that distances perpendicular to the relative velocity between two inertial frames remain unchanged. Imagine trying to run through a doorway
holding barbells in the normal way. Do the barbells make it through or not? Everyone must agree, no matter what their reference frame. ${ }^{10}$
Using Pythagoras' theorem, the distance travelled in the earth's frame is

$$
\begin{align*}
& d=2 \sqrt{h^{2}+\left(\frac{v_{T E, x} \Delta t_{E}}{2}\right)^{2}}  \tag{49}\\
& d=\sqrt{(2 h)^{2}+\left(v_{T E, x} \Delta t_{E}\right)^{2}} \tag{50}
\end{align*}
$$

Using the same speed of light in earth's frame as in the train's frame:

$$
\begin{align*}
c \Delta t_{E} & =d  \tag{51}\\
& =\sqrt{(2 h)^{2}+\left(v_{T E, x} \Delta t_{E}\right)^{2}} \tag{52}
\end{align*}
$$

which may be rearranged to solve for $\Delta t_{E}$ :

$$
\begin{align*}
\left(c \Delta t_{E}\right)^{2}-\left(v_{T E, x} \Delta t_{E}\right)^{2} & =(2 h)^{2}  \tag{53}\\
\left(\Delta t_{E}\right)^{2} & =\frac{(2 h)^{2}}{c^{2}-v_{T E, x}^{2}} \tag{54}
\end{align*}
$$

We can write $h$ in terms of the duration of the clock ticks in the train frame, $\Delta t_{T}=2 h / c$, so that:

$$
\begin{align*}
\left(\Delta t_{E}\right)^{2} & =\frac{\left(\Delta t_{T}\right)^{2}}{1-\left(v_{T E, x} / c\right)^{2}}  \tag{55}\\
\Delta t_{E} & =\frac{\Delta t_{T}}{\sqrt{1-\left(v_{T E, x} / c\right)^{2}}} \tag{56}
\end{align*}
$$

It is common to introduce $\beta:=v_{T E, x} / c$ and $\gamma:=1 / \sqrt{1-\beta^{2}}$, so that $\Delta t_{E}=\gamma \Delta t_{T}$. Or equivalently, in terms of rapidity $\theta$ corresponding to the relative velocity of the two frames, $\Delta t_{E}=\cosh (\theta) \Delta t_{T} .{ }^{11}$

Since $\gamma \geq 1$, we see that the clock ticks observed in the earth's frame will always be of longer duration as compared to as observed in the train's frame.

This so-called time dilation ("expansion") gives rise to the slogan: moving clocks are observed to run slow, meaning that for whatever time we think has elapsed in our frame, the time will elapsed will be less in the rest frame of the clock. Or going in the other direction: the clock rest frame time durations are dilated in frames in which the clock is moving.

[^7]Time dilation is so abstract that I will immediately give some sort experimental evidence for it in the next section.

- food for thought: the "bouncing light" clock relied on the existence of two spatial dimensions. Is that assumption fundamental? i.e., is SR a theory of $N+1$ space-time, where $N \geq 2$ (but $N=3$ for us), or is this a limitation of this particular derivation?


## 8 Experimental observation of time dilation

- the decay of unstable particles and atoms can be used to construct clocks. You may be familiar with the example of radioactive dating from geology. The decay process

$$
\begin{equation*}
\underbrace{238 \mathrm{U}}_{\text {uranium }}->\underbrace{206 \mathrm{~Pb}}_{\text {lead }}+\ldots \tag{57}
\end{equation*}
$$

has a half-life of $t_{1 / 2}=4.6$ billion years:


When the mineral zircon $\left(\mathrm{ZrSiO}_{4}\right)$ solidifies it contains small amounts of uranium, but no lead.

As time progresses, some of the uranium decays into lead.
Thus by measuring the amount of uranium and lead in a sample, we can establish how long ago the zircon crystallized. For example, suppose that we found a zircon sample with equal amounts ${ }^{238} \mathrm{U}$ and ${ }^{206} \mathrm{~Pb}$. We may infer that the zircon crystallized 4.5 billion years ago.

By this procedure, the oldest zircon that we can find on earth is determined to have crystallized about 4.4 billion years ago, thereby providing a lower bound on the age of the earth.

- now let us consider an analogous "clock" on a completely different time scale, based on the decay of muons $\left(\mu^{-}\right)$. A muon is roughly the 200 times the mass of an electron, and spontaneously decays with a lifetime ${ }^{12}$ of $t_{1 / e}=2.2 \times 10^{-6} \mathrm{~S}$ :

$$
\begin{equation*}
\mu^{-} \rightarrow e^{-}+\bar{\nu}_{e}+\nu_{\mu}, \tag{58}
\end{equation*}
$$

where $e^{-}$is an electron, $\bar{\nu}_{e}$ is an electron antineutrino, and $\nu_{\mu}$ is a muon neutrino. Decaying muons are a "clock" that may be used to experimentally observe time dilation.

[^8]- more specifically, muons are made in the upper atmosphere of the earth and travel down towards the earth's surface with speeds close to $c$. The flux of muons $F$ decreases as we go to lower altitudes in the earth's atmosphere because some of the muons decay on the way. Naively, we might think that we could take the muon speed $v$ and divide it into the distance travelled $d$ to get time elapsed $\Delta t=d / v$. Then the reduction of flux would be described by

$$
\begin{equation*}
F_{2} \stackrel{?}{=} F_{1} \exp \left(-\frac{\Delta t}{t_{1 / e}}\right), \tag{59}
\end{equation*}
$$

where $F_{1}$ is the flux at the higher elevation, and $F_{2}$ is the flux at a lower elevation.
But Eq. 59 with $\Delta t=d / v$ does not account for relativistic time dilation. Let us look at some specific numbers from an illustrative version of this so-called Rossi-Hall experiment, as performed by Frisch and Smith [7]. ${ }^{13}$
At the top of Mount Washington, New Hampshire, 1920 m above sea-level, Frisch and Smith put a muon detector sensitive to muons travelling at a speed of $v \approx 0.9952 c$ towards the earth. Over one hour, this detector counted $N_{1} \approx 560$ muons.

The same detector was then brought to sea-level, where over one hour, $N_{2} \approx 410$ muons were counted.

As we have noted, less muons were observed because some decay as they make their way down towards sea level. Let us examine this decay quantitatively. In the earth's frame $E$ it takes muons of $v \approx 0.9952 c$ at $h=1920 \mathrm{~m}$,

$$
\begin{equation*}
\Delta t_{E}=\frac{\Delta h}{v} \tag{60}
\end{equation*}
$$

to reach sea-level. Substituting numbers gives:

$$
\begin{align*}
\Delta t_{E} & \approx \frac{1920 \mathrm{~m}}{0.9952 \times 2.998 \times 10^{8} \mathrm{~m} / \mathrm{s}}  \tag{61}\\
& \approx 6.44 \times 10^{-6} \mathrm{~s} \tag{62}
\end{align*}
$$

Thus, we might naively expect the number of muons that we observe in one hour of counting at sea level to be

$$
\begin{align*}
N_{2} & \stackrel{?}{=} N_{1} e^{-\Delta t_{E} / t_{1 / e}}  \tag{63}\\
& \stackrel{?}{\approx} 560 e^{-6.44 \times 10^{-6} \mathrm{~s} / 2.2 \times 10^{-6} \mathrm{~s}}  \tag{64}\\
& \stackrel{?}{\sim} 30 . \tag{65}
\end{align*}
$$

But as we have noted, $N_{2} \approx 410$ muons were counted at sea level!
Remember: moving clocks are observed to run slow.

[^9]It is not the time elapsed in the earth's frame that is relevant to the muon decay, but instead the time elapsed in the muon's frame:

$$
\begin{align*}
\Delta t_{\mu} & =\frac{\Delta t_{E}}{\gamma}  \tag{66}\\
& \approx 6.44 \times 10^{-6} \mathrm{~s} \times \sqrt{1-0.9952^{2}}  \tag{67}\\
& \approx 6.3 \times 10^{-7} \mathrm{~s} . \tag{68}
\end{align*}
$$

So roughly a factor of 10 less time elapsed in the muon frame, as compared to the earth frame, and thus there is much less decay (than we naively expected):

$$
\begin{align*}
N_{2} & =N_{1} e^{-\Delta t_{\mu} / t_{1 / e}}  \tag{69}\\
& \approx 560 e^{-6.3 \times 10^{-7} \mathrm{~s} / 2.2 \times 10^{-6} \mathrm{~s}}  \tag{70}\\
& \approx 420, \tag{71}
\end{align*}
$$

which is much closer to the number of muons that Frisch and Smith observed at sea-level $N_{2} \approx 410$ [7].
Thus we see that when particles travel close to the speed of light, relativistic effects can be quite "non-subtle".

## 9 Relativistic length contraction © $\mathbf{( G I T E 4} 12.1 .2$ (iii))

- now let us consider the release of a pulse of light from the back of a moving train coach to the front, where a mirror then reflects it back.

How long does this trip take in the train's frame? That is straightforward:

$$
\begin{equation*}
\Delta t_{T}=2 \frac{L_{T}}{c} \tag{72}
\end{equation*}
$$

where $L_{T}$ is the length of the train coach in its rest frame.
We will now compute the duration in the earth's frame in terms of the length of the train coach in the earth's frame. If we combine this relationship with Eq. 72 and the formula for relativistic time dilation, we can thereby obtain the desired relationship between $L_{T}$ and $L_{E}$.

How long does it take the pulse to travel from the back of the train, reflect on the front and go back, in the earth's frame $\Delta t_{E}$ ? Let us call the time required to get to the mirror $\Delta t_{E, 1}$, and the time required to get back $\Delta t_{E, 2}$, so that $\Delta t_{E}=\Delta t_{E, 1}+\Delta t_{E, 2}$.
Considering $\Delta t_{E, 1}$ first:

$$
\begin{equation*}
\Delta t_{E, 1}=\frac{L_{E}+v_{T E, x} \Delta t_{E, 1}}{c} \tag{73}
\end{equation*}
$$

We can rearrange to solve for $\Delta t_{E, 1}$ :

$$
\begin{align*}
c \Delta t_{E, 1} & =L_{E}+v_{T E, x} \Delta t_{E, 1}  \tag{74}\\
\Delta t_{E, 1} & =\frac{L_{E}}{c-v_{T E, x}} \tag{75}
\end{align*}
$$

Now we consider the time to return back:

$$
\begin{equation*}
\Delta t_{E, 2}=\frac{L_{E}-v_{T E, x} \Delta t_{E, 2}}{c} \tag{76}
\end{equation*}
$$

which we may rearrange to obtain:

$$
\begin{equation*}
\Delta t_{E, 2}=\frac{L_{E}}{c+v_{T E, x}} \tag{77}
\end{equation*}
$$

Thus the total time for the trip, as observed in the earth frame is:

$$
\begin{align*}
\Delta t_{E} & =\Delta t_{E, 1}+\Delta t_{E, 2}  \tag{78}\\
& =L_{E}\left(\frac{1}{c-v_{T E, x}}+\frac{1}{c+v_{T E, x}}\right)  \tag{79}\\
& =L_{E} \frac{\left(c+v_{T E, x}+c-v_{T E, x}\right)}{c^{2}-\left(v_{T E, x}\right)^{2}}  \tag{80}\\
& =\frac{2 c L_{E}}{c^{2}-\left(v_{T E, x}\right)^{2}} \tag{81}
\end{align*}
$$

Recall that we also have

$$
\begin{equation*}
\Delta t_{T}=2 \frac{L_{T}}{c} \tag{82}
\end{equation*}
$$

However $\Delta t_{T} \neq \Delta t_{E}$ due to time dilation. The $\Delta t_{T}$ may be considered to be the tick of a moving clock in its rest frame; i.e., we have just reoriented the clock from Section 7. Rearranging Eq. 56 slightly gives:

$$
\begin{equation*}
\frac{\Delta t_{E}}{\Delta t_{T}}=\frac{1}{\sqrt{1-\left(v_{T E, x} / c\right)^{2}}} \tag{83}
\end{equation*}
$$

We may obtain alternate expression for $\Delta t_{E} / \Delta t_{T}$ by combining Eq. 82 and Eq. 81 .

$$
\begin{align*}
\frac{\Delta t_{E}}{\Delta t_{T}} & =\frac{c}{2 L_{T}} \frac{2 c L_{E}}{\left(c^{2}-\left(v_{T E, x}\right)^{2}\right)}  \tag{84}\\
& =\frac{L_{E}}{L_{T}} \frac{1}{1-\left(v_{T E, x} / c\right)^{2}} \tag{85}
\end{align*}
$$

and equate this to Eq. 83 to obtain:

$$
\begin{equation*}
\frac{1}{\sqrt{1-\left(v_{T E, x} / c\right)^{2}}}=\frac{L_{E}}{L_{T}} \frac{1}{1-\left(v_{T E, x} / c\right)^{2}} \tag{86}
\end{equation*}
$$

which may be rearranged to obtain $L_{E}$ in terms of $L_{T}$ :

$$
\begin{equation*}
L_{E}=L_{T} \sqrt{1-\left(v_{T E, x} / c\right)^{2}} \tag{87}
\end{equation*}
$$

or $L_{E}=L_{T} / \gamma$, or in terms of rapidities $L_{E}=L_{T} / \cosh \theta$ (see footnote 11). Recall that $\gamma \geq 1$, so that the length observed in the earth's frame will always be contracted compared to its length in the train frame.

This is the phenomena of length contraction, giving rise to the slogan: moving objects are observed to be shorter than in their rest frames..

- it would be nice if I could give you as dramatic illustration of length contraction as I gave in Section 8 for time dilation. But alas length contraction is not as readily manifest, at least from our normal rest frames. Objects that we observe to move at relativistic speeds are things such as electrons and protons, for which a length scale is either meaningless (electrons), or very small and not directly observable (protons). ${ }^{14}$

However, it is not completely hopeless. Consider the final expression that we used to compute the muon counts at sea-level:

$$
\begin{equation*}
N_{2}=N_{1} \exp \left(-\frac{1}{\tau} \frac{\Delta h_{E}}{v} \frac{1}{\gamma}\right) \tag{88}
\end{equation*}
$$

Note that I have now made explicit that $\Delta h_{E} \approx 1920 \mathrm{~m}$ is a length in the earth's frame.
The expression for the counts, Eq. 88 can be interpreted in two different ways:
(i) the time elapsed in the muon's frame is less than that elapsed in the earth frame, so that $\Delta t_{\mu}=\Delta h_{E} v / \gamma$. This is the viewpoint that we took in Section 8. Alternately,
(ii) the length travelled from the top of the mount to sea-level is seen as contracted in the in the muon frame, so that $\Delta h_{\mu}=\Delta h_{E} / \gamma$.

Both of these viewpoints give the same exponent in Eq. 88, but the second allows us to interpret the Rossi-Hall experiment as demonstrating length contraction - if only we could imagine ourselves travelling along with the muons at 0.9952 c © .

## 10 Length contraction in electromagnetism

(GITE4

### 12.3.1)

- from a relativistic point of view, the Lorentz force

$$
\begin{equation*}
\mathbf{F}=q(\mathbf{E}+\mathbf{v} \times \mathbf{B}) \tag{89}
\end{equation*}
$$

initially looks problematic. More specifically, we can always move to a frame where $\mathbf{v}=\mathbf{0}$, and thus there is no contribution of the $\mathbf{v} \times \mathbf{B}$ term to the force. Of course, we might expect the force to change between different inertial frames, but we cannot have acceleration in one inertial frame and none in another. As we shall see shortly - in full gory detail - the resolution is that both $\mathbf{E}$ and $\mathbf{B}$ may change in different inertial frames. The loss of $\mathbf{v} \times \mathbf{B}$ is compensated for by a change in $\mathbf{E}$.

[^10]- in the meantime, let us look at an important specific case that makes direct use of what we have learned about relativistic velocity addition and length contraction.
- two general principles will be employed in the analysis:
(1) charge invariance: the charge on a particle ( $q$ in Eq. 89) remains unchanged between inertial reference frames. Although the invariance of charge fits "neatly" into the theory, it should be considered a postulate, supported by experimental observation. ${ }^{15}$

Although we consider charge to be invariant, charge densities are certainly not: although a "clump" of charge has the same total amount of charge in different inertial frames, relativistic length contraction means that it may be more or less concentrated in volume. Thus charge densities differ between inertial frames.
(2) covariance: the laws of physics "look the same in all inertial frames". In the case of electromagnetism, covariance means that the rules for computing the force on a particle (the Lorentz force law), and the rules for calculating the fields (Maxwell's equations) are precisely the same in all inertial reference frames. All the forces, charge densities, currents and fields may be different, but within any inertial reference frame, the relationships between them are the same.

- consider two superimposed uniform line charge densities of opposite signs, travelling in opposite directions: ${ }^{16}$


Since these two line charges are on top of one another, their opposite charges cancel, and thus there is no net charge density, and no $\mathbf{E}$ field.

But there is a non-zero $\mathbf{B}$ field. ${ }^{17}$ Ampere's law gives us:

$$
\begin{equation*}
\mathbf{B}_{L}=\hat{\phi} \frac{\mu_{0}}{2 \pi} \frac{I}{s} \tag{90}
\end{equation*}
$$

where $I=2 v_{+L, z} \lambda_{L}$ and $s$ is the distance to the "wire".

[^11]In what follows it is convenient to use the rest frame linear charge densities:

$$
\begin{equation*}
\lambda_{0}=\frac{\lambda_{L}}{\cosh \left(\theta_{+L, z}\right)}, \tag{91}
\end{equation*}
$$

so that Eq. 90 may be written as:

$$
\begin{equation*}
\mathbf{B}_{L}=\hat{\boldsymbol{\phi}} \frac{\mu_{0}}{2 \pi} \frac{1}{s} 2 v_{+L, z} \cosh \left(\theta_{+L, z}\right) \lambda_{0} \tag{92}
\end{equation*}
$$

Note that the linear charge densities are "larger" in the lab frame than in the rest frames. The charges are observed to be closer together in the lab frame - the distances between them contract.

- now consider the force on a point charge $P$ located near the wire, moving parallel to the wire direction:

$$
\begin{align*}
\mathbf{F}_{L} & =q \mathbf{v}_{P L, z} \times \mathbf{B}  \tag{93}\\
& =-\hat{\mathbf{s}} q v_{P L, z} \frac{\mu_{0}}{2 \pi} \frac{1}{s} 2 v_{+L, z} \cosh \left(\theta_{+L, z}\right) \lambda_{0} \tag{94}
\end{align*}
$$

This force causes a + ve point charge to accelerate towards the wire if the charge is travelling in the same direction as the + ve line charge density. ${ }^{18}$


- now consider the inertial frame in which the point charge is stationary $P$ :


At first it appears that there is no force on the charge in this frame ( $\mathbf{v}=\mathbf{0} \Rightarrow \mathbf{v} \times \mathbf{B}=\mathbf{0}$ ), which is problematic because if the charge accelerated away from the wire in the original frame it must do so here as well - you cannot "transform away" this acceleration.

To resolve this discrepancy, consider that the two linear charge densities have different speeds in the point charge rest frame $P$. As a result they experience different length contractions, giving different line charge densities, and thus the densities no longer cancel. There is an electric field (!) in the rest frame of the particle, even though there was none in the lab frame.

[^12]Let us consider the details of this imperfect charge cancellation. The linear charge density of the positive charge in the frame of the point charge $P$ is

$$
\begin{equation*}
\lambda_{+P}=\lambda_{0} \cosh \left(\theta_{+P, z}\right), \tag{95}
\end{equation*}
$$

with a similar expression for $\lambda_{-P}$.
Remember that for an infinitely long charged wire of line charge density $\lambda$, Gauss' law gives:

$$
\begin{equation*}
\mathbf{E}=\hat{\mathbf{s}} \frac{1}{2 \pi \epsilon_{0}} \frac{\lambda}{s} . \tag{96}
\end{equation*}
$$

Superposition of the fields due to both the positive and negative line charge densities gives:

$$
\begin{equation*}
\mathbf{E}_{P}=\hat{\mathbf{s}} \frac{1}{2 \pi \epsilon_{0}} \frac{1}{s}\left[\lambda_{0} \cosh \left(\theta_{+P, z}\right)-\lambda_{0} \cosh \left(\theta_{-P, z}\right)\right] \tag{97}
\end{equation*}
$$

Remember that velocity addition is easy ${ }^{19}$ with rapidities (Eq. 21), so that:

$$
\begin{align*}
\theta_{+P, z} & =\theta_{+L, z}-\theta_{P L, z}  \tag{98}\\
\theta_{-P, z} & =\theta_{-L, z}-\theta_{P L, z} . \tag{99}
\end{align*}
$$

Substituting these rapidities into Eq. 97 gives:

$$
\begin{equation*}
\left.\mathbf{E}_{P}=\hat{\mathbf{s}} \frac{1}{2 \pi \epsilon_{0}} \frac{1}{s}\left[\lambda_{0} \cosh \left(\theta_{+L, z}-\theta_{P L, z}\right)-\lambda_{0} \cosh \left(\theta_{-L, z}-\theta_{P L, z}\right)\right)\right] \tag{100}
\end{equation*}
$$

Making use of the mathematical identity: $\cosh (u \pm v)=\cosh u \cosh v \pm \sinh u \sinh v$ (DLMF 4.35.2): gives:

$$
\begin{align*}
\mathbf{E}_{P}=\hat{\mathbf{s}} \frac{1}{2 \pi \epsilon_{0}} \frac{1}{s} \lambda_{0}[ & \cosh \left(\theta_{+L, z}\right) \cosh \left(\theta_{P L, z}\right)-\sinh \left(\theta_{+L, z}\right) \sinh \left(\theta_{P L, z}\right) \\
& \left.-\cosh \left(\theta_{-L, z}\right) \cosh \left(\theta_{P L, z}\right)+\sinh \left(\theta_{-L, z}\right) \sinh \left(\theta_{P L, z}\right)\right] \tag{101}
\end{align*}
$$

Since $\theta_{-L, z}=-\theta_{+L, z}$ we may further simplify to:

$$
\begin{align*}
& \mathbf{E}_{P}=\hat{\mathbf{s}} \frac{1}{2 \pi \epsilon_{0}} \frac{1}{s} \lambda_{0}\left[\cosh \left(\theta_{+L, z}\right) \cosh \left(\theta_{P L, z}\right)-\sinh \left(\theta_{+L, z}\right) \sinh \left(\theta_{P L, z}\right)\right. \\
&\left.\quad+\cosh \left(\theta_{+L, z}\right) \cosh \left(\theta_{P L, z}\right)-\sinh \left(\theta_{+L, z}\right) \sinh \left(\theta_{P L, z}\right)\right]  \tag{102}\\
&=\left.-\hat{\mathbf{s}} \frac{1}{2 \pi \epsilon_{0}} \frac{1}{s} \lambda_{0} 2 \sinh \left(\theta_{+L, z}\right) \sinh \left(\theta_{P L, z}\right)\right) . \tag{103}
\end{align*}
$$

From $\tanh (\theta)=v / c$ we have $\sinh (\theta)=(v / c) \cosh (\theta)$, so that

$$
\begin{equation*}
\mathbf{E}_{P}=-\hat{\mathbf{s}} \frac{1}{2 \pi \epsilon_{0}} \frac{1}{s} \lambda_{0} 2 \frac{v_{P L, z} v_{+L, z}}{c^{2}} \cosh \left(\theta_{+L, z}\right) \cosh \left(\theta_{P L, z}\right) . \tag{104}
\end{equation*}
$$

[^13]Clearly there is no $\mathbf{v} \times \mathbf{B}$ force in the particle's rest frame. So the total force on the particle in its rest frame is given by $\mathbf{F}_{P}=q \mathbf{E}_{P}$, where $\mathbf{E}_{P}$ is from Eq. 104. With $c^{2}=1 /\left(\mu_{0} \epsilon_{0}\right)$, the force is:

$$
\begin{equation*}
\mathbf{F}_{P}=-\hat{\mathbf{s}} q \frac{\mu_{0}}{2 \pi} \frac{1}{s} \lambda_{0} 2 v_{P L, z} v_{+L, z} \cosh \left(\theta_{+L, z}\right) \cosh \left(\theta_{P L, z}\right) . \tag{105}
\end{equation*}
$$

Apart from a factor of $\cosh \left(\theta_{P L, z}\right)$, this force in the charge's frame - due to the imbalance of the line charge densities - is the same as the force in the lab frame (Eq. 94), computed using the line charge currents! Both forces cause the charge to accelerate towards the wire (for $q \lambda_{0} v_{P L, z} v_{+L, z}>0$ ).
In the non-relativistic limit we have $\cosh \left(\theta_{P L, z}\right) \rightarrow 1$ and thus the forces are identical $\mathbf{F}_{P} \rightarrow$ $\mathbf{F}_{L}$. Later (GITE4, Section 12.2.4) we will see that the rules for transforming forces between inertial reference frames account for the $\cosh \left(\theta_{P L, z}\right)$ factor.

Summarizing the differences between the fields in the two inertial reference frames:

| in the lab frame $(L)$ | in point charge rest frame $(P)$ |
| :---: | :---: |
| $\mathbf{v} \times \mathbf{B} \neq \mathbf{0}$ |  |
| $\mathbf{E}=\mathbf{0}$ | $\mathbf{v} \times \mathbf{B}=\mathbf{0}$ |
| $\mathbf{E} \neq \mathbf{0}$ |  |

but yet in the non-relativistic limit we have $\mathbf{F}_{L}=\mathbf{F}_{P}$.
Note that we did not need to consider $\mathbf{B}$ in the point charge rest frame, even though it is certainly non-zero. Soon we will derive the general rules for the transformation of both the $\mathbf{E}$ and $\mathbf{B}$ fields between two arbitrary inertial reference frames.

## 11 Lorentz transformations (GITE4 12.1.3, 12.1.4) X $\mathbb{B}$

- the formulae that we have developed for time dilation and length contraction are appropriate when a clock or body are at rest in one inertial frame (their rest frame) and we are concerned with observations in another frame.

We will now generalize these results to consider how arbitrary points in space-time, so-called events, are observed in two different inertial frames.

For specificity, I take the relative velocity of the inertial frame $B$ wrt inertial frame $A$ to be $\mathbf{v}_{B A}=v_{B A, x} \hat{\mathbf{x}}$. We may always choose the orientation of the spatial axes to obtain this so-called standard configuration.

We will take a single point in space-time as a "common origin" for both coordinate systems, so that

$$
\begin{equation*}
x_{A}=0, \quad y_{A}=0 \quad z_{A}=0 \quad t_{A}=0 \tag{106}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{B}=0, \quad y_{B}=0 \quad z_{B}=0 \quad t_{B}=0 \tag{107}
\end{equation*}
$$

The origin of either of the systems may be shifted so that this is true.
As was discussed in Section 4, lengths perpendicular to the relative motion of the two frames are unchanged, so that $y_{A}=y_{B}$ and $z_{A}=z_{B}$, and thus we only need to concentrate on the relationship between the coordinates in $A: x_{A}, t_{A}$ and the coordinates in $B: x_{B}, t_{B}$.

Consider a rod at rest in frame $B$, which is moving wrt to frame $A$ :


By length contraction: $L_{A}=L_{B} / \gamma=L_{B} / \cosh \theta_{B A, x}$ and thus:

$$
\begin{equation*}
x_{A}=v_{B A, x} t_{A}+\frac{x_{B}}{\cosh \theta_{B A, x}} \tag{108}
\end{equation*}
$$

I prefer rapidities, and thus write $v_{B A, x}=c \tanh \theta_{B A, x}$, so that after rearranging:

$$
\begin{align*}
x_{B} & =\cosh \theta_{B A, x}\left(x_{A}-\tanh \left(\theta_{B A, x}\right) c t_{A}\right)  \tag{109}\\
& =\cosh \left(\theta_{B A, x}\right) x_{A}-\sinh \left(\theta_{B A, x}\right) c t_{A} . \tag{110}
\end{align*}
$$

This relationship is what we want: a coordinate in $B$ in terms of the coordinates in $A$. We still need to find the other "half" of the transformation: $t_{B}$ in terms of $x_{A}$ and $t_{A}$.

For that purpose, note that neither $A$ or $B$ is "preferred" in any way, so that we may swap them to obtain:

$$
\begin{equation*}
x_{A}=\cosh \left(\theta_{A B, x}\right) x_{B}-\sinh \left(\theta_{A B, x}\right) c t_{A} . \tag{111}
\end{equation*}
$$

Both frames must agree on the magnitude of their relative velocities, but the direction is reversed. Specifically, $v_{B A, x}=-v_{A B, x}$ and thus $\theta_{A B, x}=-\theta_{B A, x}$, so that:

$$
\begin{equation*}
x_{A}=\cosh \left(\theta_{B A, x}\right) x_{B}+\sinh \left(\theta_{B A, x}\right) c t_{B} . \tag{112}
\end{equation*}
$$

This equation may be combined with 110 , by rearranging it to solve for $x_{B}$. Then we will have the "second-half" of the transformation: a relationship between $x_{A}, t_{A}$ and $t_{B}$. Following this plan, Eq. 112 may be rearranged to obtain:

$$
\begin{equation*}
x_{B}=\frac{1}{\cosh \theta_{B A, x}}\left(x_{A}-\sinh \left(\theta_{B A, x}\right) c t_{B}\right) \tag{113}
\end{equation*}
$$

and equated to Eq. 110 to give:

$$
\begin{equation*}
\frac{1}{\cosh \theta_{B A, x}}\left(x_{A}-\sinh \left(\theta_{B A, x}\right) c t_{B}\right)=\cosh \left(\theta_{B A, x}\right) x_{A}-\sinh \left(\theta_{B A, x}\right) c t_{A} \tag{114}
\end{equation*}
$$

Rearranging to solve for $t_{B}$ gives:

$$
\begin{equation*}
c t_{B}=\frac{1}{-\sinh \left(\theta_{B A, x}\right)}\left(\cosh ^{2}\left(\theta_{B A, x}\right) x_{A}-\sinh \left(\theta_{B A, x}\right) \cosh \left(\theta_{B A, x}\right) c t_{A}-x_{A}\right) \tag{115}
\end{equation*}
$$

Recall the identity: $\cosh ^{2} \theta-\sinh ^{2} \theta=1$, allowing $\cosh ^{2}\left(\theta_{B A, x}\right)$ to be rewritten so that:

$$
\begin{equation*}
c t_{B}=\frac{1}{-\sinh \left(\theta_{B A, x}\right)}\left[\left(1+\sinh ^{2} \theta_{B A, x}\right) x_{A}-\sinh \left(\theta_{B A, x}\right) \cosh \left(\theta_{B A, x}\right) c t_{A}-x_{A}\right] \tag{116}
\end{equation*}
$$

and then simplified to give:

$$
\begin{equation*}
c t_{B}=-\sinh \left(\theta_{B A, x}\right) x_{A}+\cosh \left(\theta_{B A, x}\right) c t_{A} \tag{117}
\end{equation*}
$$

Equations 110 and 117 may be summarized in matrix form:

$$
\left[\begin{array}{c}
c t_{B}  \tag{118}\\
x_{B}
\end{array}\right]=\left[\begin{array}{rr}
\cosh \theta_{B A, x} & -\sinh \theta_{B A, x} \\
-\sinh \theta_{B A, x} & \cosh \theta_{B A, x}
\end{array}\right]\left[\begin{array}{c}
c t_{A} \\
x_{A}
\end{array}\right] .
$$

The form of this Lorentz transformation may remind you of a similar formula for rotations about the origin in two spatial dimensions:

where $\alpha$ corresponds to a clockwise rotation of the point about the origin.
We may strengthen the analogy between these rotations in the plane and the Lorentz transformations by making a distinction between two types of transformations: active and passive. In Eq. 119 we rotated a point, moving it from $P$ to $P^{\prime}$, but kept the same coordinate system a so-called active transformation. On the other hand, before and after the Lorentz transforomation of Eq. 118 we are referring to the same point in space-time. It is the coordinate system (the inertial frame) that is changing. That is known as a passive transformation. The two-dimensional analog is a rotation of the coordinate system, while keeping the location
of the point $P$ constant:

where we write the coordinates in the new system $B$ in terms of the old system $A$ using the same form as in the active transformation, but now $\alpha>0$ corresponds to anti-clockwise rotations of the $B$ coordinate system wrt the $A$ coordinate system.

Our Lorentz transformations are passive transformations: we consider the space-time point to be fixed, but we want to know its coordinates in a different inertial reference frame. ${ }^{20}$

Let us explore the analogy between rotations in two spatial dimensions and Lorentz transformations a bit further. More specifically, rotations preserve distances from the origin; or equivalently:

$$
\begin{equation*}
x_{A}^{2}+y_{A}^{2}=x_{B}^{2}+y_{B}^{2}, \tag{121}
\end{equation*}
$$

which may be verified using the form of the transformation given by Eq. 120 .
An analogous relationship holds for the Lorentz transformations. A small amount of algebra, based on Eq. 118, shows that:

$$
\begin{equation*}
-\left(c t_{A}\right)^{2}+x_{A}^{2}=-\left(c t_{B}\right)^{2}+x_{B}^{2} . \tag{122}
\end{equation*}
$$

Thus $-(c t)^{2}+x^{2}$ is a Lorentz invariant. ${ }^{21}$
Actually, we can say a bit more than this. Let us return to rotations in two dimensions and name the $2 \times 2$ matrix which appears on the LHS of Eq. 120 as $R(\alpha)$. Then computing $x_{B}^{2}+y_{B}^{2}$ in terms of $x_{A}$ and $x_{B}$ can be written as:

$$
\begin{align*}
x_{B}^{2}+y_{B}^{2} & =\left[\begin{array}{ll}
x_{B} & y_{B}
\end{array}\right]\left[\begin{array}{l}
x_{B} \\
y_{B}
\end{array}\right]  \tag{123}\\
& =\left[\begin{array}{l}
x_{B} \\
y_{B}
\end{array}\right]^{T}\left[\begin{array}{l}
x_{B} \\
y_{B}
\end{array}\right]  \tag{124}\\
& =\left(R(\alpha)\left[\begin{array}{l}
x_{A} \\
y_{A}
\end{array}\right]\right)^{T}\left(R(\alpha)\left[\begin{array}{l}
x_{A} \\
y_{A}
\end{array}\right]\right) . \tag{125}
\end{align*}
$$

[^14]With some elementary results of matrix algebra (the transpose of matrix products and associativity of matrix multiplication):

$$
x_{B}^{2}+y_{B}^{2}=\left[\begin{array}{ll}
x_{A} & y_{A}
\end{array}\right] R(\alpha)^{T} R(\alpha)\left[\begin{array}{l}
x_{A}  \tag{126}\\
y_{A}
\end{array}\right]
$$

From the explicit form of $R(\alpha)$ given in Eq. 120 you may verify that $R(\alpha)^{T} R(\alpha)=\mathbb{1}$, the $2 \times 2$ identity matrix, thereby confirming that $x^{2}+y^{2}$ is invariant under rotations about the origin. But the particular set of steps that we have taken makes a generalization obvious: if we consider two different points in space, labelled by 1 and 2 , then their "dot product", $\mathbf{r}_{1} \cdot \mathbf{r}_{2}$, is also invariant under rotations:

$$
\begin{equation*}
x_{1, A} x_{2, A}+y_{1, A} y_{2, A}=x_{1, B} x_{2, B}+y_{1, B} y_{2, B} . \tag{127}
\end{equation*}
$$

Back to SR. The Lorentz invariant scalar product ${ }^{22}$ of two space-time events, labelled as 1 and 2 , is given by:

$$
-c t_{1, A} c t_{2, A}+x_{1, A} x_{2, A}=\left[\begin{array}{ll}
c t_{1, A} & x_{1, A}
\end{array}\right]\left[\begin{array}{ll}
-1 &  \tag{128}\\
& 1
\end{array}\right]\left[\begin{array}{c}
c t_{2, A} \\
x_{2, A}
\end{array}\right] .
$$

Let us name the $2 \times 2$ transformation matrix in Eq. 118 as $L(\theta)$. By exactly the same matrix manipulations as for the rotation case, we may verify that

$$
L(\theta)^{T}\left[\begin{array}{ll}
-1 &  \tag{129}\\
& 1
\end{array}\right] L(\theta)=\left[\begin{array}{ll}
-1 & \\
& 1
\end{array}\right]
$$

independent of the value of $\theta$, so that we conclude that for two space-time events, 1 and 2 , the scalar $-c t_{1} c t_{2}+x_{1} x_{2}$ is a Lorentz invariant. This result, and its generalizations, will be very important in our study of electricity and magnetism using SR.

- Suggested problem: show that $L(\theta)^{-1}=L(-\theta)$.


## 12 Four-vectors and tensors (GITE4 12.1.4)

- in this section I will provide a physical example of the Lorentz invariant scalar product, using it as a starting point for an introduction to four-vectors and tensors. A more expedient approach is taken by GITE4; you might prefer that treatment.
- it is straightforward to verify that the fields

$$
\begin{equation*}
\mathbf{E}(x, t)=E_{0} \cos (k x-\omega t) \hat{\mathbf{y}} \quad \text { and } \quad \mathbf{B}(x, t)=\frac{1}{c} E_{0} \cos (k x-\omega t) \hat{\mathbf{z}} \tag{130}
\end{equation*}
$$

satisfy Maxwell's equations in vacuum ( $\rho=0$ and $\mathbf{J}=\mathbf{0}$ ), where $\omega / k=c=1 / \sqrt{\mu_{0} \epsilon_{0}}$.
These solutions correspond what is known as a "linearly polarized plane electromagnetic wave", which we will discuss in much more detail later (the particular form of Eq.'s 130 correspond to Eq. 9.48 of GITE4, but with propagation in the $x$ instead of $z$ direction).

[^15]For now let us concentrate on the "phase", $\phi=k x-\omega t$. We have already discussed this phase briefly in Section 5, in the context of phase velocities.

The common phase in Eq. 130 is considered to be a Lorentz invariant. Why? Jackson says (on pg 519 of [8]): The phase of a plane wave is an invariant quantity, the same in all coordinate frames. This is because the elapsed phase of a wave is proportional to the number of wave crests that have passed the observer. Since this is merely a counting operation, it must be independent of coordinate frame. ${ }^{23}$

- let us look at the consequences of the Lorentz invariance of phase. Consider two inertial frames $A$ and $B$, with a relative velocity $\mathbf{v}_{B A}=v_{B A, x} \hat{\mathbf{x}}$, which I will represent using a rapidity $\theta$, such that $\tanh \theta=v_{B A, x} / c$. We Lorentz transform the $x$ and $t$ (in the standard configuration), writing the $B$ coordinates in terms of the $A$ coordinates, using Eq. 118, so that the phase may be written as

$$
\begin{align*}
\phi & =k x_{B}-\frac{\omega}{c} c t_{B}  \tag{131}\\
& =k\left(x_{A} \cosh \theta-c t_{A} \sinh \theta\right)-\frac{\omega}{c}\left(-x_{A} \sinh \theta+c t_{A} \cosh \theta\right) . \tag{132}
\end{align*}
$$

Slightly rearranging gives:

$$
\begin{equation*}
\phi=\left(k \cosh \theta+\frac{\omega}{c} \sinh \theta\right) x_{A}-\left(k \sinh \theta+\frac{\omega}{c} \cosh \theta\right) c t_{A}, \tag{133}
\end{equation*}
$$

suggesting that we consider both $k$ and $\omega$ to be frame specific; i.e., write $k$ as $k_{B}$ and $\omega$ and $\omega_{B}$ so that the phase invariance condition can be written as

$$
\begin{equation*}
k_{B} x_{B}-\frac{\omega_{B}}{c} c t_{B}=k_{A} x_{A}-\frac{\omega_{A}}{c} c t_{A}, \tag{134}
\end{equation*}
$$

where by Eq. 133:

$$
\begin{align*}
k_{A} & =k_{B} \cosh \theta+\frac{\omega_{B}}{c} \sinh \theta, \text { and }  \tag{135}\\
\frac{\omega_{A}}{c} & =k_{B} \sinh \theta+\frac{\omega_{B}}{c} \cosh \theta \tag{136}
\end{align*}
$$

This an "inverse" Lorentz transformation that we may "invert" to obtain:

$$
\begin{align*}
k_{B} & =k_{A} \cosh \theta-\frac{\omega_{A}}{c} \sinh \theta, \text { and }  \tag{137}\\
\frac{\omega_{B}}{c} & =-k_{A} \sinh \theta+\frac{\omega_{A}}{c} \cosh \theta . \tag{138}
\end{align*}
$$

Thus $k_{A}$ and $\omega_{A} / c$ transform to $k_{B}$ and $\omega_{B} / c$ in precisely the same way that $x_{A}$ and $c t_{A}$ transform to $x_{B}$ and $c t_{B}$. This result generalizes to three spatial dimensions: the four components

[^16]of $\omega / c$ and $\mathbf{k}$ transform in precisely the same way as the same four components of $c t$ and $\mathbf{r}$. BTW: the transformations of Eq. 137 and 138 describe the Doppler effect.

As we proceed, we shall find many more instances of four entities that transform similarly, suggesting new terminology: we will call anything that transforms like ( $c t, \mathbf{r}$ ) to be a fourvector. We have just shown that $(\omega / c, \mathbf{k})$ is a four-vector.

For obvious reasons, the first component of any four-vector is known as the time-like component, and the remaining components are known as the space-like components.

- the Lorentz invariant scalar product of Eq. 128 may be generalized, so as to apply to any two four-vectors. It is useful to define the symbol " $\odot$ " so that ${ }^{24}$

$$
\begin{equation*}
\left(c t_{1}, \mathbf{r}_{1}\right) \diamond\left(c t_{2}, \mathbf{r}_{2}\right):=-c t_{1} c t_{2}+x_{1} x_{2}+y_{1} y_{2}+z_{1} z_{2} \tag{139}
\end{equation*}
$$

For example the phase of Eq. 130 is actually a Lorentz invariant scalar product between the $(\omega / c, \mathbf{k})$ and $(c t, \mathbf{r})$ four-vectors:

$$
\begin{align*}
\phi & =(\omega / c, \mathbf{k}) \diamond(c t, \mathbf{r})  \tag{140}\\
& =\mathbf{k} \cdot \mathbf{r}-\frac{\omega}{c} c t . \tag{141}
\end{align*}
$$

There is a slightly different way to view the Lorentz invariant scalar product:

$$
(\omega / c, \mathbf{k}) \diamond(c t, \mathbf{r})=\underbrace{\left[\begin{array}{llll}
c & k_{x} & k_{y} & k_{z}
\end{array}\right] \overbrace{\left[\begin{array}{lll}
-1 & &  \tag{142}\\
& 1 & \\
& & 1
\end{array}\right.}^{\substack{=: g}}}_{(1} .
$$

The four components of (1) are known as the covariant ${ }^{25}$ components of the four-vector $(\omega / c, \mathbf{k})$, and we write them as $k_{0}=-\omega / c, r_{1}=k_{x}, r_{2}=k_{y}, r_{3}=k_{z}$.
The four components of (2) are known as the contravariant components of the four-vector $(c t, \mathbf{r})$, and we write them as $r^{0}=c t, r^{1}=x, r^{2}=y$, and $r^{3}=z$.

With these conventions, the Lorentz invariant scalar product may be condensed to:

$$
\begin{equation*}
\left(\omega / c, \mathbf{k}_{1}\right) \diamond(c t, \mathbf{r})=\sum_{\alpha=0,1,2,3} k_{\alpha} r^{\alpha} . \tag{143}
\end{equation*}
$$

[^17]It turns out to be incredibly convenient to adopt the convention that whenever a greek letter index is repeated, once as an upper index, and once as a lower index, the existence of a sum over that index is to be understood. For this example:

$$
\begin{equation*}
k_{\alpha} r^{\alpha} \quad \text { means } \quad \sum_{\alpha=0,1,2,3} k_{\alpha} r^{\alpha} \tag{144}
\end{equation*}
$$

This convention is known as the (Einstein) summation convention.

- note that any four-vector can be described by either its covariant or contravariant components. By (1) of Eq. 142 we may formally write the covariant components of any four-vector described by its contravariant components $\left(F^{0}, F^{1}, F^{2}, F^{3}\right)$ as:

$$
\begin{equation*}
F_{\alpha}=g_{\alpha \beta} F^{\beta} \tag{145}
\end{equation*}
$$

where $g_{00}=-1, g_{11}=g_{22}=g_{33}=1$, and all other entries are zero (see Eq. 142), and I have employed the summation convention; i.e., $\beta$ is being summed over on the RHS.

Informally, we just "reverse the sign" of the time-like component to switch back and forth between the co- and contravariant components.

From these rules we can verify that $k_{\alpha} r^{\alpha}=k^{\alpha} r_{\alpha}$.

- the components of four-vectors do not necessarily have to be numbers. For example, consider the Lorentz invariant phase "field": $\phi=\mathbf{k} \cdot \mathbf{r}-\omega t$. To get the contravariant components of the $(\omega / c, \mathbf{k})$ four-vector we may differentiate this phase field:

$$
\begin{equation*}
k^{0}=-\frac{1}{c} \frac{\partial \phi}{\partial t}, \quad k^{1}=\frac{\partial \phi}{\partial x}, \quad k^{2}=\frac{\partial \phi}{\partial y}, \quad k^{3}=\frac{\partial \phi}{\partial z} \tag{146}
\end{equation*}
$$

which we write in the shorthand:

$$
\begin{equation*}
k^{\alpha}=\partial^{\alpha} \phi \tag{147}
\end{equation*}
$$

Since we may use this relation to obtain the $(\omega / c, \mathbf{k})$ four-vector in any inertial frame, the four $\partial^{\alpha}$ entities must transform like a four-vector, and thus we say that these are the four components of a contravariant "gradient" four-vector.
By reversing the sign of the time-like component of the gradient four-vector we may obtain its covariant components:

$$
\begin{equation*}
\partial_{0}=\frac{1}{c} \frac{\partial}{\partial t}, \quad \partial_{1}=\frac{\partial}{\partial x}, \quad \partial_{2}=\frac{\partial}{\partial y}, \quad \partial_{3}=\frac{\partial}{\partial z} . \tag{148}
\end{equation*}
$$

Note the absence of the negative sign in the time-like covariant component, which differs from both $(c t, \mathbf{r})$ and $(\omega / c, \mathbf{k})$.

- four-vectors and Lorentz scalars are just instances of the more general idea of a (Lorentz) tensor. While the components of a four-vector are specified by a single index, there may be an arbitrary number of indices involved in specifying the components of a tensor; e.g., $T^{\alpha \beta}$ refers to a single component of a tensor entity T with $4 \times 4=16$ components. In the same way that we could refer to the contravariant and covariant of a four-vector, we may also specify T
using purely covariant components $T_{\alpha \beta}$, or mixed components $T_{\beta}^{\alpha}$ and $T_{\alpha}{ }^{\beta}$. We may convert between these forms using $g$; for example $T_{\alpha}{ }^{\beta}=g_{\alpha \nu} T^{\nu \beta}$. The number of upper and lower components may be written in a tuple-like form and is referred to as the valence; e.g., $T_{\alpha \beta}$ has a valence of $(0,2), T_{\alpha}{ }^{\beta}$ has a valence of $(1,1)$, scalars have a valence of $(0,0)$. The total number of indices is a tensor's rank. ${ }^{26}$

Recall that an arbitrary set of four numbers is not necessarily a four-vector. It has to follow the same Lorentz transformation rules as $(c t, \mathbf{r})$. Similarly for tensors - their components must follow certain transformation rules in order to earn the tensor "badge".

Following GITE4, I use the $4 \times 4$ matrix $\Lambda$ to represent a Lorentz transformation between two inertial reference frames, generalizing the $L(\theta)$ of Section 11, to any combination of rotations and so-called boosts: transformations between inertial frames with the same axes orientation, but with different relative velocities, such as discussed in Section 11. In analogy with Eq. 129, every $\Lambda$ satisfies

$$
\begin{equation*}
\Lambda^{T} g \Lambda=g \tag{149}
\end{equation*}
$$

By definition, a four-vector transforms like:

$$
\begin{equation*}
\tilde{H}^{\alpha}=\Lambda_{\beta}^{\alpha} H^{\beta} \tag{150}
\end{equation*}
$$

where ~ designates the components of the "new" system, and the absence of ~'s indicates the "old" system. ${ }^{27}$ The upper index corresponds to a row and the lower index to a column of $\Lambda$. For example, if $B$ is the new system and $A$ is the old system, then the pure boost $\mathbf{v}_{B A}=v_{B A, x} \hat{\mathbf{x}}$, with $\tanh \theta=v_{B A, x} / c$, has

$$
\Lambda=\left[\begin{array}{cccc}
\cosh \theta & -\sinh \theta & 0 & 0  \tag{151}\\
-\sinh \theta & \cosh \theta & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

For the scalar product between two four-vectors to be invariant, covariant components must transform like:

$$
\begin{equation*}
\tilde{G}_{\alpha}=\Lambda_{\alpha}^{-1 \gamma} G_{\gamma} \tag{152}
\end{equation*}
$$

as this ensures

$$
\begin{equation*}
G_{\alpha} H^{\alpha}=\tilde{G}_{\alpha} \tilde{H}^{\alpha} \tag{153}
\end{equation*}
$$

since (by definition of the inverse)

$$
\begin{equation*}
\Lambda_{\alpha}^{-1 \gamma} \Lambda_{\beta}^{\alpha}=\delta_{\beta}^{\gamma} \tag{154}
\end{equation*}
$$

where $\delta_{\beta}^{\gamma}$ is the Kronecker delta, equal to one if $\gamma=\beta$, and zero otherwise.

[^18]Generalizing these transformation rules for four-vectors: tensor components that are purely contravariant ( $\ldots, 0$ ) must transform like:

$$
\begin{equation*}
\tilde{T}^{\alpha \beta}=\Lambda_{\nu}^{\alpha} \Lambda_{\epsilon}^{\beta} T^{\nu \epsilon} \tag{155}
\end{equation*}
$$

Likewise, tensor components that are purely covariant $(0, \ldots)$ must transform like:

$$
\begin{equation*}
\tilde{T}_{\alpha \beta}=\Lambda_{\alpha}^{-1^{\nu}} \Lambda_{\beta}^{-1 \epsilon} T_{\nu \epsilon} . \tag{156}
\end{equation*}
$$

And mixed valence tensors should transform using a mixture of the elements of $\Lambda$ and $\Lambda^{-1}$. For example

$$
\begin{equation*}
T_{\beta}^{\alpha}=\Lambda_{\nu}^{\alpha} \Lambda_{\beta}^{-1 \epsilon} T_{\epsilon}^{\nu} . \tag{157}
\end{equation*}
$$

The generalization of all of these results to tensor components of arbitrary valence should be clear.

- it should be emphasized that the $\Lambda$ 's themselves are not tensors. It would be somewhat meaningless to discuss how they transform between frames - since a $\Lambda$ describes the transformation between two frames.
- rarely do we have to test for tensorial character using the transformation rules directly. Instead there are rules by which new tensors may be constructed from objects that we already know to be tensors. These rules are readily established from the properties of $g$ and the allowable I's.

For example, if $G^{\alpha}$ and $H^{\beta}$ are the contravariant components of two four-vectors, then

$$
\begin{equation*}
T^{\alpha \beta}=G^{\alpha} H^{\beta} \tag{158}
\end{equation*}
$$

are the components of a second-rank tensor, as are

$$
\begin{equation*}
T_{\alpha}{ }^{\beta}=G_{\alpha} H^{\beta} \tag{159}
\end{equation*}
$$

And if $T_{\alpha}{ }^{\beta}$ are the components of a tensor, then by contraction:

$$
\begin{equation*}
T_{\alpha}{ }^{\alpha} \tag{160}
\end{equation*}
$$

is a Lorentz scalar (a zero rank tensor).
Any mixed valence tensor can be contracted by summing over a common index in both a contravariant slot and covariant slot (index location). Given that we may convert contravariant slots to covariant slots and vice versa using $g$, tensors may often be contracted in multiple different ways to give tensors of lower rank, including of course, scalars.

- some final peripheral points regarding four-vectors and tensors:
(1) A more "geometric" approach introduces special symbols for the four-vectors and their tensor generalizations, avoiding explicit component representations as much as possible. Thorne and Blandford [11] describe this philosophy and Steane [12] shows just how long the use of tensor components can be deferred in SR.
(2) In general treatments of tensor fields [13], Eq. 152 - or more precisely its generalization (vide infra) - is sometimes used to define what is known as a "covariant vectors", and Eq. 150 helps define "contravariant vectors". We have been referring to four-vectors, and the simultaneous existence of their covariant and contravariant components. It is the metric $g$ that permits us to refer to (unqualified) four-vectors, and freely convert between their covariant and contravariant component representations. When there is no metric, covariant and contravariant vectors are distinct entities.
(3) I like to remember the components of $\Lambda$ and $\Lambda^{-1}$ in their more general forms:

$$
\begin{equation*}
\Lambda_{\beta}^{\alpha}=\frac{\partial \tilde{r}^{\alpha}}{\partial r^{\beta}} \quad \text { and } \quad \Lambda_{\beta}^{-1}=\frac{\partial r^{\alpha}}{\partial \tilde{r}^{\beta}} \tag{161}
\end{equation*}
$$

For arbitrary coordinate transformations - not just Lorentz transformations - these derivatives may depend on location; the matrix $\Lambda$ is no longer a constant. That dependence complicates things. For example, the gradient of Eq. 148 is no longer a rank one tensor. These complications are a necessary and intrinsic part of the general theory of relativity, which we do not consider in this course.

## 13 Proper time and the terrible twins

(GITE4 12.2.1)


- by itself, the Lorentz invariant $r^{\alpha} r_{\alpha}$ is not especially useful, as it depends on the origin of the coordinate system; i.e., the location in space-time of $c t=x=y=z=0$.

A more useful invariant, the interval, is defined by the differences between two space-time events: ${ }^{28}$

$$
\begin{equation*}
I:=-(c \Delta t)^{2}+(\Delta x)^{2}+(\Delta y)^{2}+(\Delta z)^{2} \tag{162}
\end{equation*}
$$

where $\Delta$ 's are the differences in the respective coordinates for the two space-time points.
Let us take a small detour for notation. In adopting tensor notation and the summation convention we have given up - or at least compromised - our ability to use subscript labels. Consequently, it is beneficial to switch from using $r^{\alpha}$ for the components of a "position" fourvector, and instead use $x^{\alpha}$ for those same components and when necessary use $y^{\alpha}$ and $z^{\alpha}$ in a similar way, to label different points in space-time.

In this notation, the interval between two space-time events $x$ and $y$ can be written as ${ }^{29}$

$$
\begin{equation*}
I=\left(x_{\alpha}-y_{\alpha}\right)\left(x^{\alpha}-y^{\alpha}\right), \tag{164}
\end{equation*}
$$

[^19]\[

$$
\begin{equation*}
I=\left(\Delta x_{\alpha}\right)\left(\Delta x^{\alpha}\right) . \tag{163}
\end{equation*}
$$

\]

from which it is straightforward to see that the interval is Lorentz invariant. Alternately and more intuitively - we can simply place the origin at one of the events, say $y$. Then invariance of the interval follows from the invariance of $x_{\alpha} x^{\alpha}$.

- the sign of the interval between two space-time points has a special significance: it establishes constraints on the signalling between two events. If $\Delta d$ is the spatial distance between two events, writing the interval as $I=(\Delta d)^{2}-(c \Delta t)^{2}$ allows us to see that for $I>0$, a signal travelling between the two events would need to have a speed greater than the speed of light c. We call $I>0$ a space-like separation. With some mild extrapolation: events with spacelike separations cannot have any direct causal relation; i.e., event $x$ cannot cause event $y$ or vice-versa. On the other hand, if $I<0$, so-called time-like separation, then the events may be causally linked, since a signal with a speed less than $c$ may have travelled from one event to the other. With $I<0$ it is impossible for a Lorentz transformation to change the time ordering of the two events. ${ }^{30}$ Finally, two events with $I=0$ are said to have a light-like separation.
- for motion in one spatial dimension, so-called space-time diagrams are quite useful. Placing one event at the origin ( $x$ below), we may label four distinct quadrants by the sign of $I$, their boundaries being light-like:

- now consider a particle undergoing a motion starting at one space-time point and ending at another:

[^20]

As we have just discussed, the interval between the start and end events is an invariant. This interval does not depend on the specifics of the trajectory, the so-called world-line of the particle.

There are other Lorentz invariants that do depend on the world-line and not just its endpoints. Consider the world-line to be broken up into a set of connected events, with Lorentz invariant intervals separating them:


Specifically, $\sum_{i} I_{i}$ is a Lorentz invariant (now $i$ labels each segment; it is not a tensor index). However its value depends on where we choose to place the intermediate events along the world-line. But with some small tweaks we may construct an invariant characterizing the world-line that removes this arbitrariness.

Instead of summing $I_{i}$ for each segment connecting events along the world-line, consider
instead summing $\sqrt{-I_{i}}$ :

$$
\begin{align*}
J & :=\sum_{i} \sqrt{-I_{i}}  \tag{165}\\
& =\sum_{i} \sqrt{\left(c \Delta t_{i}\right)^{2}-\left(\Delta d_{i}\right)^{2}}  \tag{166}\\
& =\sum_{i} c \Delta t_{i} \sqrt{1-\left(\frac{\Delta d_{i}}{c \Delta t_{i}}\right)^{2}}, \tag{167}
\end{align*}
$$

suggesting conversion to a Riemann integral by letting $\Delta t_{i} \rightarrow 0$ with insertion of more intermediate events along the world-line:

$$
\begin{equation*}
J=\lim _{\Delta t_{i} \rightarrow 0} \sum_{i} c \Delta t_{i} \sqrt{1-\left(\frac{\Delta d_{i}}{c \Delta t_{i}}\right)^{2}} \tag{168}
\end{equation*}
$$

Recognizing that in the same limit, $\Delta d_{i} / \Delta t_{i} \rightarrow v$, we have:

$$
\begin{equation*}
J=c \int_{x^{0} / c}^{y^{0} / c} d t \sqrt{1-(v / c)^{2}} \tag{169}
\end{equation*}
$$

where in general $v$ will change as we move along the world line. We now see why the negative sign was used in $\sqrt{-I_{i}}$ - it avoids a pesky $\sqrt{-1}$, assuming $v<c$.

By construction $J$ is a Lorentz invariant; i.e., if we Lorentz transform the coordinates of the world-line to another frame, denoted by ${ }^{\sim}$, then

$$
\begin{equation*}
\int_{\tilde{x}^{0} / c}^{\tilde{y}^{0} / c} d \tilde{t} \sqrt{1-(\tilde{v} / c)^{2}}=\int_{x^{0} / c}^{y^{0} / c} d t \sqrt{1-(v / c)^{2}} . \tag{170}
\end{equation*}
$$

There is a nice physical interpretation of this invariant. Remember that "moving clocks run slow" (Section 7), so that in their rest frame $R$ less time elapses than in the frame moving at $v$ wrt the rest frame:

$$
\begin{equation*}
\Delta t_{R}=\Delta t \sqrt{1-(v / c)^{2}} \tag{171}
\end{equation*}
$$

Recognizing this expression in Eq. 169, the integration now looks like a summation to obtain how much the time will elapse for a clock following this world-line. i.e., we are accumulating the instantaneous rest frame time elapsed. This time is known as the proper time, and it is customary to write it as

$$
\begin{equation*}
\tau=\int_{x^{0} / c}^{y^{0} / c} d t \sqrt{1-(v / c)^{2}} \tag{172}
\end{equation*}
$$

- the proper time for a world-line connecting two space-time points is maximal for a constant velocity trajectory and less for any other trajectory that (necessarily) involves acceleration. The proof is straightforward: since we are computing two proper times (that are necessarily Lorentz invariant) it does not matter which inertial reference frame we compute the proper
times in. Thus we may choose a reference frame in which the "straight line" between the start and end events is transformed to "no motion" at all; i.e., $v=0$. In this reference frame we are comparing the proper time of the constant velocity world-line:

$$
\begin{equation*}
\tau_{\text {uniform }}=\int_{x^{0} / c}^{y^{0} / c} d t \tag{173}
\end{equation*}
$$

to the proper time of any other world-line which involves acceleration

$$
\begin{equation*}
\tau_{\text {non-uniform }}=\int_{x^{0} / c}^{y^{0} / c} d t \sqrt{1-(v / c)^{2}} \tag{174}
\end{equation*}
$$

Since $\sqrt{1-(v / c)^{2}}<1$ for at least part of the non-uniform motion world-line (since it involves acceleration), the integral for second world-line is always less than the first. Thus $\tau_{\text {non-uniform }}<$ $\tau_{\text {uniform }}$; the proper time is maximal for a constant velocity trajectory, and less for any other trajectory $\square$.
The fact that - in the absence of forces - a particle travels along world-lines that connect space-time points in such a way that proper time is maximal is sometimes known as the "principle of most proper time". This principle may remind you of Lagrangian mechanics. Hold that thought - it is going to be important.

- with proper time, the antics of the notorious twins are less opaque:


If we compare the twin's proper times at their reunion, the twin who stays at home will always be older than the spaceship-travelling twin.

No Lorentz transformation can "swap" the twins; i.e., the Lorentz transformation maps straight lines on space-time diagrams to straight lines. You cannot take the "head back home" bend out of the spaceship world-line.

- again the twin paradox seems so unusual that some sort of experimental evidence is at least mildly comforting. One famous test [15] compared the decay of muons travelling around a circular accelerator ring and found their lifetime was extended significantly compared to muons that "stayed at home" ( $64 \mu \mathrm{~s}$ compared to $2.2 \mu \mathrm{~s}$ ), in excellent agreement with SR.


## 14 Momenergy from an invariant action (GITE4 12.2.2) B

- introductions to special relativity typically motivate the definition of relativistic momentum by examination of a collision between two particles in different inertial reference frames. By the principle of covariance (Section 10), the equations describing momentum conservation should have the same form in all inertial reference frames. With varying degrees of rigour, this covariance constraint is used to determine an expression for relativistic momentum in terms of previously defined quantities.

The naturally occurring "time-like" component accompanying the three spatial components of relativistic momentum is then identified with energy, as its non-relativistic limit coincides with the normal non-relativistic kinetic energy (modulo the infamous $m c^{2}$ ). As with the relativistic momentum this identification has to be backed up by experimental evidence.

GITE4 essentially follows this strategy; i.e., Problem 12.29 is used to justify Eq. (12.46). Here I will follow Landau and Lifshitz's variational approach [1], partly for variety, partly because it gets us to the rules for transforming the electric and magnetic fields between inertial frames in a different way. But I also recommend reviewing GITE4's section 12.2.1 and 12.2.2, especially the problems.

- we will start by considering a free particle; electric and magnetic fields will be considered later, building upon the free particle case. Based on the principle of most proper time, we hypothesize that the action ${ }^{31}$ for a world-line connecting a start and end event is of the form:

$$
\begin{equation*}
S=-\alpha \int d \tau \tag{175}
\end{equation*}
$$

where $\alpha>0$, but is otherwise to be determined. In what follows, the two space-time events that define the limits of integrals such as these will be omitted but should be understood to be present. As written, the action is an Lorentz invariant, so we expect that it will lead to the same world-line, independent of which specific inertial frame that we apply the Lagrangian procedure in. ${ }^{32}$

Choosing a specific inertial reference frame:

$$
\begin{equation*}
S=-\alpha \int d t \sqrt{1-(v / c)^{2}} \tag{176}
\end{equation*}
$$

Since by definition $S=\int d t \mathcal{L}$, we have

$$
\begin{equation*}
\mathcal{L}=-\alpha \sqrt{1-(v / c)^{2}} \tag{177}
\end{equation*}
$$

[^21]We may determine $\alpha$ by comparing the non-relativitic limit of this Lagrangian with the ordinary non-relativistic Lagrangian for a free particle $\mathcal{L}=\frac{1}{2} m v^{2}$. Expanding Eq. 177 in the parameter $v / c$ :

$$
\begin{align*}
\mathcal{L} & =-\alpha\left(1-\frac{1}{2}\left(\frac{v}{c}\right)^{2}+\ldots\right)  \tag{178}\\
& =-\alpha+\alpha \frac{1}{2} \frac{v^{2}}{c^{2}}+\ldots \tag{179}
\end{align*}
$$

The first term in the expansion $(-\alpha)$ is a constant and thus does not influence motion. For consistency of the second term with $\mathcal{L}=\frac{1}{2} m v^{2}$, we must have $\alpha=m c^{2}$, and thus we take the relativistic Lagrangian of a free particle to be:

$$
\begin{equation*}
\mathcal{L}=-m c^{2} \sqrt{1-(v / c)^{2}} \tag{180}
\end{equation*}
$$

What are corresponding canonical momenta? Since all of the components behave similarly, I will just write out $x$-component, using subscripts in the normal way - I will drop tensor notation for a while, reinstating it at the end of the argument. By definition:

$$
\begin{equation*}
p_{x}=\frac{\partial \mathcal{L}}{\partial v_{x}} . \tag{181}
\end{equation*}
$$

Substituting the Lagrangian (Eq. 180):

$$
\begin{align*}
p_{x} & =\frac{\partial}{\partial v_{x}}\left(-m c^{2}\right) \sqrt{1-(v / c)^{2}}  \tag{182}\\
& =\frac{-m c^{2}}{2 \sqrt{1-(v / c)^{2}}} \frac{-1}{c^{2}} \frac{\partial}{\partial v_{x}}\left(v_{x}^{2}+v_{y}^{2}+v_{z}^{2}\right)  \tag{183}\\
& =\frac{m v_{x}}{\sqrt{1-(v / c)^{2}}} \tag{184}
\end{align*}
$$

and similarly for the $y$ and $z$ components, so that we may write

$$
\begin{equation*}
\mathbf{p}=m \frac{\mathbf{v}}{\sqrt{1-(v / c)^{2}}} \tag{185}
\end{equation*}
$$

which reduces to $p=m \mathbf{v}$ in the non-relativistic limit.

- recall that one of the advantages of the Lagrangian approach is that symmetries of a Lagrangian give constants of motion. Here we have a time-independent Lagrangian (a type of symmetry), which leads to a time-independent energy.

First I will review the general case (following Ref. [16]). Consider a system characterized by a set of generalized coordinates $q_{i}$ and corresponding generalized velocities $\dot{q}_{i}$, so that:

$$
\begin{equation*}
\frac{d \mathcal{L}}{d t}=\sum_{i} \frac{\partial \mathcal{L}}{\partial q_{i}} \dot{q}_{i}+\sum_{i} \frac{\partial \mathcal{L}}{\partial \dot{q}_{i}} \ddot{q}_{i} . \tag{186}
\end{equation*}
$$

Recall that in Lagrangian mechanics, the Euler-Lagrange equations

$$
\begin{equation*}
\frac{d}{d t} \underbrace{\left(\frac{\partial \mathcal{L}}{\partial \dot{q}_{i}}\right)}_{=: p_{i}}=\frac{\partial \mathcal{L}}{\partial q_{i}} \tag{187}
\end{equation*}
$$

are the equations of motion, so that we can write Eq. 186 as:

$$
\begin{equation*}
\frac{d \mathcal{L}}{d t}=\sum_{i} \frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}_{i}}\right) \dot{q}_{i}+\sum_{i} \frac{\partial \mathcal{L}}{\partial \dot{q}_{i}} \ddot{q}_{i} . \tag{188}
\end{equation*}
$$

The product rule for derivatives allows the simplification:

$$
\begin{equation*}
\frac{d \mathcal{L}}{d t}=\sum_{i} \frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}_{i}} \dot{q}_{i}\right) . \tag{189}
\end{equation*}
$$

Rearranging gives:

$$
\begin{equation*}
\frac{d}{d t}\left(\sum_{i} \frac{\partial \mathcal{L}}{\partial \dot{q}} \dot{q}_{i}-\mathcal{L}\right)=0 \tag{190}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\sum_{i} \frac{\partial \mathcal{L}}{\partial \dot{q}} \dot{q}_{i}-\mathcal{L} \tag{191}
\end{equation*}
$$

is a constant of motion. We call it the energy $E$. Recalling that $p_{i}=\partial \mathcal{L} / \partial \dot{q}_{i}$, we may write: $E:=-\mathcal{L}+\sum p_{i} \dot{q}_{i}$. For the relativistic free particle:

$$
\begin{align*}
E & =m c^{2} \sqrt{1-(v / c)^{2}}+\frac{m}{\sqrt{1-(v / c)^{2}}}\left(v_{x}^{2}+v_{y}^{2}+v_{z}^{2}\right)  \tag{192}\\
& =\frac{m c^{2}\left(1-(v / c)^{2}\right)+m v^{2}}{\sqrt{1-(v / c)^{2}}}  \tag{193}\\
& =\frac{m c^{2}-m v^{2}+m v^{2}}{\sqrt{1-(v / c)^{2}}}  \tag{194}\\
E & =\frac{m c^{2}}{\sqrt{1-(v / c)^{2}}} \tag{195}
\end{align*}
$$

Note the common $1 / \sqrt{1-(v / c)^{2}}$ factor in both this expression and the one for the relativistic momentum (Eq. 185). Recall from Section 13 that this factor relates changes in time to changes in proper time:

$$
\begin{equation*}
\frac{d t}{d \tau}=\frac{1}{\sqrt{1-(v / c)^{2}}} \tag{196}
\end{equation*}
$$

which suggests a rewriting of the relativistic momentum expression (Eq. 185):

$$
\begin{align*}
\mathbf{p} & =m \frac{1}{\sqrt{1-(v / c)^{2}}} \frac{d \mathbf{r}}{d t}  \tag{197}\\
& =m \underbrace{\frac{1}{\sqrt{1-(v / c)^{2}}} \frac{d \tau}{d t}}_{=1} \frac{d \mathbf{r}}{d \tau}  \tag{198}\\
& =m \frac{d \mathbf{r}}{d \tau} . \tag{199}
\end{align*}
$$

Consider that the relativistic energy (Eq. 195), may also be written as a derivative wrt the proper time:

$$
\begin{equation*}
E=m c^{2} \frac{d t}{d \tau} \tag{200}
\end{equation*}
$$

Since changes in proper time along a world line are Lorentz invariants, if we start with a position four-vector $x^{\alpha}(=(c t, x, y, z)$; back to tensor notation), and differentiate wrt proper time, we now also have a four-vector $d x^{\alpha} / d \tau$ by construction. By Eq. 200 our relativistic energy is $E=(m c) d x^{0} / d \tau$ and by Eq. 199 our relativistic momentum components are $m d x^{\alpha} / d \tau$, where $\alpha=1,2,3$. And thus if we consider $m$ to be a Lorentz invariant, then $(E / c, \mathbf{p})$ corresponds to the contravariant components of a four vector. In tensor notation:

$$
\begin{equation*}
p^{\alpha}=m \frac{d x^{\alpha}}{d \tau} \tag{201}
\end{equation*}
$$

the so-called momenergy. ${ }^{33}$
The base $d x^{\alpha} / d \tau$ ( $p^{\alpha}$ without the mass factor) is known as the proper velocity, ${ }^{34}$ which GITE4 writes as

$$
\begin{equation*}
\eta^{\alpha}:=\frac{d x^{\alpha}}{d \tau} \tag{202}
\end{equation*}
$$

but is more commonly called $u^{\alpha}$; e.g., Ref. [1].

- note that the relativistic velocity addition law (Eq. 19) indicates that the ordinary velocity $d \mathbf{r} / d t$ is not the space part of a four-vector. The transformation rules for ordinary velocities are quite different than those for four-vectors.

[^22]- since $\eta^{\alpha}$ is a four-vector, the quantity $\eta^{\alpha} \eta_{\alpha}$ is a Lorentz scalar. Let us compute its value:

$$
\begin{align*}
\eta_{\alpha} \eta^{\alpha} & =-c \frac{d t}{d \tau} c \frac{d t}{d \tau}+\left(\frac{d x}{d \tau}\right)^{2}+\left(\frac{d y}{d \tau}\right)^{2}+\left(\frac{d z}{d \tau}\right)^{2}  \tag{203}\\
& =-c^{2}\left(\frac{d t}{d \tau}\right)^{2}+\left(\frac{d t}{d \tau}\right)^{2} v^{2}  \tag{204}\\
& =\frac{v^{2}-c^{2}}{1-(v / c)^{2}}  \tag{205}\\
& =-c^{2} \tag{206}
\end{align*}
$$

from which it follows that

$$
\begin{equation*}
p_{\alpha} p^{\alpha}=-m^{2} c^{2} . \tag{207}
\end{equation*}
$$

Writing this equality in terms of the components of $p^{\alpha}$, dropping tensor notation:

$$
\begin{equation*}
-\left(\frac{E}{c}\right)^{2}+p^{2}=-m^{2} c^{2} \tag{208}
\end{equation*}
$$

Rearranging gives:

$$
\begin{equation*}
E^{2}=(p c)^{2}+\left(m c^{2}\right)^{2} \tag{209}
\end{equation*}
$$

From Eq. 195, we know that $E>0$, so we select the positive root, to give:

$$
\begin{equation*}
E=\sqrt{(p c)^{2}+\left(m c^{2}\right)^{2}} \tag{210}
\end{equation*}
$$

which is one of the most important equations in physics!

## 15 The Lorentz force law from an invariant action

- we determined a Lagrangian for the relativistic free particle from a simple (simplest?) form for an Lorentz invariant action. Now we will do the same in the presence of a field which influences the particle's motion.
- suppose that the field is described by some sort of four-vector $A^{\alpha}$, which varies throughout spacetime; i.e., has time and space dependence. Given a particular world line of a particle, $\int A_{\alpha} d x^{\alpha}$ is a Lorentz invariant by construction. Thus a possible form for the invariant action is: ${ }^{35}$

$$
\begin{equation*}
S=-m c^{2} \int d \tau+q \int A_{\alpha} d x^{\alpha} \tag{211}
\end{equation*}
$$

where $q$ determines the amount of "coupling" of the particle to the field. When $q=0$, the action just reduces to that of the free particle, which was dealt with in the previous section.

[^23]- now we follow the same steps as for the free particle, starting with determination of the Lagrangian.
Recall that with no fields, writing

$$
\begin{equation*}
\frac{d \tau}{d t}=\sqrt{1-(v / c)^{2}} \tag{212}
\end{equation*}
$$

established that

$$
\begin{equation*}
\mathcal{L}=-m c^{2} \sqrt{1-(v / c)^{2}} \tag{213}
\end{equation*}
$$

To consider the contribution of the second term of Eq. 211 to the Lagrangian, we break $A_{\alpha}$ up into its time and space parts:

$$
\begin{equation*}
A_{\alpha}=\left(-A^{0}, \mathbf{A}\right) \tag{214}
\end{equation*}
$$

and drop tensor notation for the rest of this section, so that

$$
\begin{equation*}
\int A_{\alpha} d x^{\alpha}=\int-A^{0} c d t+\int \mathbf{A} \cdot \mathbf{d r} \tag{215}
\end{equation*}
$$

and thus

$$
\begin{equation*}
S=-m c^{2} \int d t \sqrt{1-(v / c)^{2}}-q c \int A^{0} d t+q \int \mathbf{A} \cdot \mathbf{d r} \tag{216}
\end{equation*}
$$

Action is the time integration of a Lagrangian, so we rewrite the last term as:

$$
\begin{equation*}
q \int \mathbf{A} \cdot \mathbf{d r}=q \int \mathbf{A} \cdot \mathbf{v} d t \tag{217}
\end{equation*}
$$

so that from Eq. 216 we may conclude that

$$
\begin{equation*}
\mathcal{L}=-m c^{2} \sqrt{1-(v / c)^{2}}-q c A^{0}+q \mathbf{A} \cdot \mathbf{v} \tag{218}
\end{equation*}
$$

From this Lagrangian we may proceed to find the generalized momenta and equations of motion.

The generalized momenta are

$$
\begin{equation*}
P_{i}=\frac{\partial \mathcal{L}}{\partial \dot{q}_{i}} \tag{219}
\end{equation*}
$$

We know the contribution of the first term of Eq. 218 from the previous section. Only the last term makes an additional contribution, so that:

$$
\begin{equation*}
P_{x}=\frac{m v_{x}}{\sqrt{1-(v / c)^{2}}}+q A_{x} \tag{220}
\end{equation*}
$$

and similarly for the $y$ and $z$ components, so that

$$
\begin{equation*}
\mathbf{P}=\frac{m \mathbf{v}}{\sqrt{1-(v / c)^{2}}}+q \mathbf{A} \tag{221}
\end{equation*}
$$

It is a bit confusing, but in the presence of fields it is conventional to refer to the first term as the momentum $=: \mathbf{p}$ and

$$
\begin{equation*}
\mathbf{P}=\mathbf{p}+q \mathbf{A} \tag{222}
\end{equation*}
$$

as the canonical momentum.
For Euler-Lagrange equations of motion, we need to know $\partial \mathcal{L} / \partial q_{i}$. For the $x$ coordinate:

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial x}=-q c \frac{\partial A^{0}}{\partial x}+q \frac{\partial}{\partial x}(\mathbf{A} \cdot \mathbf{v}) \tag{223}
\end{equation*}
$$

and similarly for the $y$ and $z$ components. From the Euler-Lagrange equations we now have the equations of motion:

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{m \mathbf{v}}{\sqrt{1-(v / c)^{2}}}+q \mathbf{A}\right)=-q c \nabla A^{0}+q \nabla(\mathbf{A} \cdot \mathbf{v}) \tag{224}
\end{equation*}
$$

Rearranging slightly gives:

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{m \mathbf{v}}{\sqrt{1-(v / c)^{2}}}\right)=-q \frac{d \mathbf{A}}{d t}-q c \nabla A^{0}+q \nabla(\mathbf{A} \cdot \mathbf{v}) \tag{225}
\end{equation*}
$$

For the $\nabla(\mathbf{A} \cdot \mathbf{v})$ term I will use the general identity

$$
\begin{equation*}
\nabla(\mathbf{a} \cdot \mathbf{b})=\mathbf{a} \times(\nabla \times \mathbf{b})+\mathbf{b} \times(\nabla \times \mathbf{a})+(\mathbf{a} \cdot \nabla) \mathbf{b}+(\mathbf{b} \cdot \nabla) \mathbf{a} \tag{226}
\end{equation*}
$$

for arbitrary $\mathbf{a}$ and $\mathbf{b}$. The $\nabla$ in $\nabla(\mathbf{A} \cdot \mathbf{v})$ is a partial differentiation with respect to coordinates, with the velocities held constant, so the $\mathbf{A} \times(\nabla \times \mathbf{v})$ and $(\mathbf{A} \cdot \nabla) \mathbf{v}$ terms vanish. Thus

$$
\begin{equation*}
\nabla(\mathbf{A} \cdot \mathbf{v})=\mathbf{v} \times(\nabla \times \mathbf{A})+(\mathbf{v} \cdot \nabla) \mathbf{A} \tag{227}
\end{equation*}
$$

which we may substitute into Eq. 225 to obtain

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{m \mathbf{v}}{\sqrt{1-(v / c)^{2}}}\right)=-q \frac{d \mathbf{A}}{d t}-q c \nabla A^{0}+q \mathbf{v} \times(\nabla \times \mathbf{A})+q(\mathbf{v} \cdot \nabla) \mathbf{A} \tag{228}
\end{equation*}
$$

On the other hand, the derivative of $\mathbf{A}$ is a total derivative, ${ }^{36}$ i.e., how does $\mathbf{A}$ change in time along the particle's trajectory? The chain rule gives:

$$
\begin{equation*}
\frac{d \mathbf{A}}{d t}=\frac{\partial \mathbf{A}}{\partial t}+(\mathbf{v} \cdot \nabla) \mathbf{A} \tag{229}
\end{equation*}
$$

Substituting this derivative into Eq. 228 leads to some cancellation of terms giving:

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{m \mathbf{v}}{\sqrt{1-(v / c)^{2}}}\right)=q\left[-c \nabla A^{0}-\frac{\partial \mathbf{A}}{\partial t}+\mathbf{v} \times(\nabla \times \mathbf{A})\right] \tag{230}
\end{equation*}
$$

The RHS looks familiar if we make the identifications:

$$
\begin{equation*}
\mathbf{E}=-c \nabla A^{0}-\frac{\partial \mathbf{A}}{\partial t} \quad \text { and } \quad \mathbf{B}=\nabla \times \mathbf{A} \tag{231}
\end{equation*}
$$

[^24]since that gives:
\[

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{m \mathbf{v}}{\sqrt{1-(v / c)^{2}}}\right)=q[\mathbf{E}+\mathbf{v} \times \mathbf{B}] \tag{232}
\end{equation*}
$$

\]

Equivalently, making use of the relativistic momentum, we have the relativistic Lorentz force law:

$$
\begin{equation*}
\frac{d \mathbf{p}}{d t}=q[\mathbf{E}+\mathbf{v} \times \mathbf{B}] \tag{233}
\end{equation*}
$$

which reduces to the non-relativistic version as $v / c \rightarrow 0$.

- we commonly call $\mathbf{A}$ the vector potential and $\Phi:=c A^{0}$ the scalar potential, so that $A^{\alpha}=(\Phi / c, \mathbf{A})$ and it is a bit cleaner to rewrite Eq. 231 as:

$$
\begin{equation*}
\mathbf{E}=-\nabla \Phi-\frac{\partial \mathbf{A}}{\partial t} \quad \text { and } \quad \mathbf{B}=\nabla \times \mathbf{A} \tag{234}
\end{equation*}
$$

- while highly plausible, we have not proven the relationships (Eq. 234) between the $A^{\alpha}$ that appears in the invariant action and the vector fields $\mathbf{E}$ and $\mathbf{B}$, as given by Maxwell's equations. The correctness of these relationships must be experimentally tested. See the example problem: "Bucherer's test of the Lorentz force law".


## 16 The Minkowski force (GITE4 12.3.4) D D

- your special relativity spidey-sense should suggest to you that there is something missing in the relativistic Lorentz force law, at least as presented in Eq. 233. Where is the "missing" time-like component? And does the force law obey the principle of covariance? In this section these questions are answered by expressing the Lorentz force law in tensor notation.

When deriving the equations of motion from the action in the last section, the time coordinate was given a different treatment from the position coordinates; i.e., the action is obtained by integrating the Lagrangian over time. Now we will take a fully-covariant approach and avoid the "special treatment" of time. ${ }^{37}$ We will not use the Euler-Lagrange equations - as they give special preference to the time coordinate - but rather consider variations of the action directly - in much the same way that the Euler-Lagrange equations are derived.

- it is helpful to first take the fully-covariant approach with a free particle in the absence of the $A^{\alpha}$ field, as it gets us warmed up to the relevant manipulations, and yields an intermediate result that will be applied in the general case.

The action of the free particle $S_{F}$ is as before:

$$
\begin{equation*}
S_{F}=-m c^{2} \int d \tau \tag{235}
\end{equation*}
$$

[^25]where integration is along a world-line with fixed starting and ending events. Parameterize the world line using $\theta$, running say from 0 to 1 so that:
\[

$$
\begin{equation*}
S_{F}=-m c \int_{0}^{1} d \theta \sqrt{-\frac{d x^{\alpha}}{d \theta} \frac{d x_{\alpha}}{d \theta}} \tag{236}
\end{equation*}
$$

\]

For a world-line with a stationary action, we should perturb the world-line:

$$
\begin{equation*}
x^{\alpha} \rightarrow x^{\alpha}+\lambda \epsilon^{\alpha} \tag{237}
\end{equation*}
$$

and then differentiate the action wrt $\lambda$ and then set $\lambda=0$. The criteria that this derivative be zero - independent of the specifics of the $\epsilon^{\alpha}$ perturbation - gives the equations of motion that the world-line must obey. This procedure is how the Euler-Lagrange equations are derived, but with the trajectory parameterized by $t$.
Following this plan:

$$
\begin{align*}
\frac{1}{-m c} \frac{d S_{F}}{d \lambda} & =\frac{d}{d \lambda} \int_{0}^{1} d \theta \sqrt{-\frac{d\left(x^{\alpha}+\lambda \epsilon^{\alpha}\right)}{d \theta} \frac{d\left(x_{\alpha}+\lambda \epsilon_{\alpha}\right)}{d \theta}}  \tag{238}\\
& =\int_{0}^{1} d \theta \frac{-1}{2 \sqrt{\cdots}}\left[\frac{d \epsilon^{\alpha}}{d \theta} \frac{d\left(x_{\alpha}+\lambda \epsilon_{\alpha}\right)}{d \theta}+\frac{d\left(x^{\alpha}+\lambda \epsilon^{\alpha}\right)}{d \theta} \frac{d \epsilon_{\alpha}}{d \theta}\right] \tag{239}
\end{align*}
$$

Set $\lambda=0$, to obtain:

$$
\begin{align*}
\left.\frac{1}{-m c} \frac{d S_{F}}{d \lambda}\right|_{\lambda=0} & =\int_{0}^{1} d \theta \frac{-1}{2 \sqrt{\cdots}}\left[\frac{d \epsilon^{\alpha}}{d \theta} \frac{d x_{\alpha}}{d \theta}+\frac{d x^{\alpha}}{d \theta} \frac{d \epsilon_{\alpha}}{d \theta}\right]  \tag{240}\\
& =\int_{0}^{1} d \theta \frac{-1}{\sqrt{-\frac{d x^{\alpha} d x_{\alpha}}{d \theta}} \frac{d \epsilon^{\alpha}}{d \theta}} \frac{d x_{\alpha}}{d \theta} \tag{241}
\end{align*}
$$

But

$$
\begin{equation*}
\sqrt{-\frac{d x^{\alpha}}{d \theta} \frac{d x_{\alpha}}{d \theta}}=c \frac{d \tau}{d \theta} \tag{242}
\end{equation*}
$$

so that:

$$
\begin{equation*}
\left.\frac{1}{-m} \frac{d S_{F}}{d \lambda}\right|_{\lambda=0}=-\int_{0}^{1} d \theta \frac{d x_{\alpha}}{d \tau} \frac{d \epsilon^{\alpha}}{d \theta} \tag{243}
\end{equation*}
$$

Recognizing the proper velocity $\eta_{\alpha}$,

$$
\begin{equation*}
\left.\frac{1}{-m} \frac{d S_{F}}{d \lambda}\right|_{\lambda=0}=-\int_{0}^{1} d \theta \eta_{\alpha} \frac{d \epsilon^{\alpha}}{d \theta} \tag{244}
\end{equation*}
$$

Apply integration by parts:

$$
\begin{equation*}
\left.\frac{1}{-m} \frac{d S_{F}}{d \lambda}\right|_{\lambda=0}=-\left.\eta_{\alpha} \epsilon^{\alpha}\right|_{0} ^{1}+\int_{0}^{1} d \theta \epsilon^{\alpha} \frac{d \eta_{\alpha}}{d \theta} \tag{245}
\end{equation*}
$$

The first term is zero, because all possible perturbations $\epsilon^{\alpha}$ should be zero at the starting and ending events, so that:

$$
\begin{equation*}
\left.\frac{1}{-m} \frac{d S_{F}}{d \lambda}\right|_{\lambda=0}=\int_{0}^{1} d \theta \epsilon^{\alpha} \frac{d \eta_{\alpha}}{d \theta} \tag{246}
\end{equation*}
$$

This equation shows us that to obtain a stationary action, $d S_{F} /\left.d \lambda\right|_{\lambda=0}=0$, we must have $d \eta_{\alpha} / d \theta=0$ for all $\theta$ along the world-line, since $\epsilon^{\alpha}$ is arbitrary (apart from being zero at the start and end points). Thus the proper velocity should be constant for a free particle, which is certainly no surprise.
Now we consider the presence of the $A_{\alpha}$ field. We will write the action as $S=S_{F}+S_{A}$, where $S_{F}$ is the free particle part, which we have just studied in isolation, and

$$
\begin{equation*}
S_{A}:=q \int A_{\alpha} d x^{\alpha} \tag{247}
\end{equation*}
$$

Again we will need to perturb the world line and set $d S /\left.d \lambda\right|_{\lambda=0}=0$ to obtain the equations of motion.

For this purpose, we compute:

$$
\begin{equation*}
\frac{1}{q} \frac{d S_{A}}{d \lambda}=\frac{d}{d \lambda} \int_{0}^{1} d \theta A_{\alpha}\left(x^{0}+\lambda \epsilon^{0}, x^{1}+\lambda \epsilon^{1}, x^{2}+\lambda \epsilon^{2}, x^{3}+\lambda \epsilon^{3}\right) \frac{d\left(x^{\alpha}+\lambda \epsilon^{\alpha}\right)}{d \theta} \tag{248}
\end{equation*}
$$

where the explicit dependence of $A_{\alpha}$ on position in space-time has been indicated - to emphasize that as the world-line is varied, $A_{\alpha}$ is sampled along a different path in space-time. By the chain rule: ${ }^{38}$

$$
\begin{equation*}
\left.\frac{d A_{\alpha}}{d \lambda}\right|_{\lambda=0}=\epsilon^{\beta} \partial_{\beta} A_{\alpha} \tag{249}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\left.\frac{1}{q} \frac{d S_{A}}{d \lambda}\right|_{\lambda=0}=\int_{0}^{1} d \theta\left[A_{\alpha} \frac{d \epsilon^{\alpha}}{d \theta}+\left(\epsilon^{\beta} \partial_{\beta} A_{\alpha}\right) \frac{d x^{\alpha}}{d \theta}\right] . \tag{250}
\end{equation*}
$$

For the first term we may use integration by parts to obtain:

$$
\begin{equation*}
\left.\frac{1}{q} \frac{d S_{A}}{d \lambda}\right|_{\lambda=0}=\left.A_{\alpha} \epsilon^{\alpha}\right|_{0} ^{1}+\int_{0}^{1} d \theta\left[-\frac{d A_{\alpha}}{d \theta} \epsilon^{\alpha}+\left(\epsilon^{\beta} \partial_{\beta} A_{\alpha}\right) \frac{d x^{\alpha}}{d \theta}\right] . \tag{251}
\end{equation*}
$$

The first term vanishes because the perturbing $\epsilon$ is constrained to be zero at the end points. For $d A_{\alpha} / d \theta$ we apply the chain rule, so that

$$
\begin{equation*}
\left.\frac{1}{q} \frac{d S_{A}}{d \lambda}\right|_{\lambda=0}=\int_{0}^{1} d \theta\left[-\left(\partial_{\beta} A_{\alpha}\right) \frac{d x^{\beta}}{d \theta} \epsilon^{\alpha}+\left(\epsilon^{\beta} \partial_{\beta} A_{\alpha}\right) \frac{d x^{\alpha}}{d \theta}\right] \tag{252}
\end{equation*}
$$

[^26]To obtain a tidier integrand, the $\alpha$ and $\beta$ indices in the first term can be interchanged, allowing a factorization, giving:

$$
\begin{equation*}
\left.\frac{1}{q} \frac{d S_{A}}{d \lambda}\right|_{\lambda=0}=\int_{0}^{1} d \theta \frac{d x^{\alpha}}{d \theta} \epsilon^{\beta}\left[-\left(\partial_{\alpha} A_{\beta}\right)+\left(\partial_{\beta} A_{\alpha}\right)\right] \tag{253}
\end{equation*}
$$

Now we can combine this result with Eq. 246 to obtain the first order variation in the action:

$$
\begin{align*}
\left.\frac{d S}{d \lambda}\right|_{\lambda=0} & =\left.\frac{d S_{F}}{d \lambda}\right|_{\lambda=0}+\left.\frac{d S_{A}}{d \lambda}\right|_{\lambda=0}  \tag{254}\\
& =\int_{0}^{1} d \theta \epsilon^{\beta}\left[-m \frac{d \eta_{\beta}}{d \theta}+q \frac{d x^{\alpha}}{d \theta}\left(\partial_{\beta} A_{\alpha}-\partial_{\alpha} A_{\beta}\right)\right] . \tag{255}
\end{align*}
$$

Again, as for the free particle, the perturbation $\epsilon^{\beta}$ is arbitrary (except at its end points), so the bracketed factor must be zero for stationary action, $d S /\left.d \lambda\right|_{\lambda=0}=0$. Setting this factor equal to zero and rearranging gives:

$$
\begin{align*}
m \frac{d \eta_{\beta}}{d \theta} & =q \frac{d x^{\alpha}}{d \theta}\left(\partial_{\beta} A_{\alpha}-\partial_{\alpha} A_{\beta}\right)  \tag{256}\\
m \frac{d \tau}{d \theta} \frac{d \eta_{\beta}}{d \tau} & =q \frac{d \tau}{d \theta} \frac{d x^{\alpha}}{d \tau}\left(\partial_{\beta} A_{\alpha}-\partial_{\alpha} A_{\beta}\right)  \tag{257}\\
\frac{d p_{\beta}}{d \tau} & =q \eta^{\alpha}\left(\partial_{\beta} A_{\alpha}-\partial_{\alpha} A_{\beta}\right) . \tag{258}
\end{align*}
$$

On the LHS, the covariant components $d p_{\beta} / d \tau$ correspond to a four-vector known as the Minkowski force $\left(=: K_{\beta}\right)$. The Faraday tensor ${ }^{39}$ is defined as $F_{\beta \alpha}:=\left(\partial_{\beta} A_{\alpha}-\partial_{\alpha} A_{\beta}\right)$, so that the relativistic Lorentz force law can be written in a wonderfully concise and manifestly covariant ${ }^{40}$ form:

$$
\begin{equation*}
\frac{d p_{\beta}}{d \tau}=q \eta^{\alpha} F_{\beta \alpha} \tag{259}
\end{equation*}
$$

- it is straightforward to verify that the space part of Eq. 259 is equivalent to the "threevector" relativistic Lorentz force law of the previous section, Eq. 233. However, we now have an additional "time-like" component to consider:

$$
\begin{equation*}
\frac{d p_{0}}{d \tau}=q \eta^{0} F_{00}+q \eta^{1} F_{01}+q \eta^{2} F_{02}+q \eta^{3} F_{03} \tag{260}
\end{equation*}
$$

These components of the Faraday tensor may be worked out from its definition:

$$
\begin{equation*}
F_{\beta \alpha}:=\left(\partial_{\beta} A_{\alpha}-\partial_{\alpha} A_{\beta}\right) \tag{261}
\end{equation*}
$$

[^27]which makes it clear that it is an anti-symmetric tensor, $F_{\beta \alpha}=-F_{\alpha \beta}$, and for the purpose of simplifying Eq. 260, $F_{00}=0$. For the other components required in Eq. 260, we have:
\[

$$
\begin{align*}
F_{01} & =\partial_{0} A_{1}-\partial_{1} A_{0}  \tag{262}\\
& =\frac{1}{c} \frac{\partial A^{1}}{\partial t}+\frac{\partial \Phi / c}{\partial x}  \tag{263}\\
& =-E_{x} / c \tag{264}
\end{align*}
$$
\]

Similarly, $F_{02}=-E_{y} / c$ and $F_{03}=-E_{z} / c$. Thus, Eq. 260 may be written as:

$$
\begin{align*}
\frac{d p_{0}}{d \tau} & =-q \frac{1}{\sqrt{1-(v / c)^{2}}} \mathbf{v} \cdot \mathbf{E} / c  \tag{265}\\
\frac{d}{d \tau}\left(\frac{-m c^{2}}{\sqrt{1-(v / c)^{2}}} \frac{1}{c}\right) & =-q \frac{1}{\sqrt{1-(v / c)^{2}}} \mathbf{v} \cdot \mathbf{E} / c \tag{266}
\end{align*}
$$

Remember that $d \tau / d t=\sqrt{1-(v / c)^{2}}$, so we may convert the derivative on the LHS to a derivative wrt ordinary time to obtain:

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{m c^{2}}{\sqrt{1-(v / c)^{2}}}\right)=q \mathbf{v} \cdot \mathbf{E} \tag{267}
\end{equation*}
$$

which is a relativistically correct work-energy type theorem: the rate of change of energy appearing on the LHS and a "power" provided by the electric field on the RHS; cf. Section 12.2.4 of of GITE4, esp. the discussion preceding Eq. 12.64. Note that since $\mathbf{v} \cdot(\mathbf{v} \times \mathbf{B})=0$, the magnetic field makes no contribution to the work.

## 17 Transformations of electric and magnetic fields between inertial frames (GITE4 12.3.2, 12.3.3) CN

- in the previous section we have seen that the components of the $\mathbf{E}$ field appear as components of the Faraday tensor. Since the Faraday tensor is anti-symmetric $\left(F_{\beta \alpha}=-F_{\alpha \beta}\right)$, it only has $(4 \times 4-4) / 2=6$ independent components. We know from the previous section that $F_{01}=-E_{x} / c, F_{02}=-E_{y} / c$, and $F_{03}=-E_{z} / c$. The other three independent components of the Faraday tensor correspond to the three components of the magnetic field. For example:

$$
\begin{align*}
F_{12} & =\partial_{1} A_{2}-\partial_{2} A_{1}  \tag{268}\\
& =\frac{\partial A_{y}}{\partial x}-\frac{\partial A_{x}}{\partial y} . \tag{269}
\end{align*}
$$

Recall that we have previously noted (Eq. 234) that $\mathbf{B}=\nabla \times \mathbf{A}$, so

$$
\begin{equation*}
F_{12}=B_{z} \tag{270}
\end{equation*}
$$

and similarly $F_{23}=B_{x}$ and $F_{31}=B_{y}$. For convenience, I have listed the components of $F_{\mu \nu}$, $F_{\nu}^{\mu}, F_{\mu}{ }^{\nu}$, and $F^{\mu \nu}$ in the Formulae summary. ${ }^{41}$

[^28]- the Faraday tensor is a Lorentz tensor by construction, which means that we know precisely how it transforms between different inertial references frames (see Section 12). If we denote quantities in the new inertial frame by ${ }^{\sim}$ 's, then:

$$
\begin{equation*}
\tilde{F}^{\mu \beta}=\Lambda_{\alpha}^{\mu} \Lambda_{\kappa}^{\beta} F^{\alpha \kappa} \tag{271}
\end{equation*}
$$

Since the Faraday tensor consists of the components of $\mathbf{E}$ and $\mathbf{B}$, this equation tells us how to transform $\mathbf{E}$ and $\mathbf{B}$ between inertial reference frames. (We discussed a special case in Section 10.)

- it is useful to write plain-old "three-vector" versions of the transformation rules of Eq. 271, making explicit reference to $\mathbf{E}$ and $\mathbf{B}$ in both frames.

For this purpose, let us consider two inertial frames in the standard configuration, with relative motion along the $x$-axis, quantified by a rapidity $\theta$, so that $\Lambda$ is of the form given in Eq. 151 .
First consider $\tilde{E}_{x}$, the component of the electric field parallel to the relative velocity between the two frames:

$$
\begin{align*}
\tilde{E}_{x}= & c \tilde{F}^{01}  \tag{272}\\
= & c \Lambda_{\alpha}^{0} \Lambda_{\kappa}^{1} F^{\alpha \kappa}  \tag{273}\\
= & c \Lambda_{\alpha}^{0}\left(\Lambda_{0}^{1} F^{\alpha 0}+\Lambda_{1}^{1} F^{\alpha 1}+\Lambda_{2}^{1} F^{\alpha 2}+\Lambda_{3}^{1} F^{\alpha 3}\right)  \tag{274}\\
= & c \Lambda_{\alpha}^{0}\left(\Lambda_{0}^{1} F^{\alpha 0}+\Lambda_{1}^{1} F^{\alpha 1}\right)  \tag{275}\\
= & c \Lambda_{\alpha}^{0}\left(-\sinh \theta F^{\alpha 0}+\cosh \theta F^{\alpha 1}\right)  \tag{276}\\
= & c \Lambda_{0}^{0}\left(-\sinh \theta F^{00}+\cosh \theta F^{01}\right)+c \Lambda_{1}^{0}\left(-\sinh \theta F^{10}+\cosh \theta F^{11}\right) \\
& +c \Lambda_{2}^{0}\left(-\sinh \theta F^{20}+\cosh \theta F^{21}\right)+c \Lambda_{3}^{0}\left(-\sinh \theta F^{30}+\cosh \theta F^{31}\right)  \tag{277}\\
= & c \Lambda_{0}^{0}\left(\cosh \theta F^{01}\right)+c \Lambda_{1}^{0}\left(-\sinh \theta F^{10}\right)  \tag{278}\\
= & c \cosh \theta\left(\cosh \theta F^{01}\right)+c(-\sinh (\theta))\left((-\sinh \theta) F^{10}\right) . \tag{279}
\end{align*}
$$

By the anti-symmetry of the Faraday tensor, $F^{10}=-F^{01}$, and thus a considerable simplification results:

$$
\begin{align*}
\tilde{E}_{x} & =c\left(\cosh ^{2} \theta-\sinh ^{2} \theta\right) F^{01}  \tag{280}\\
& =c F^{01}  \tag{281}\\
& =E_{x} . \tag{282}
\end{align*}
$$

In other words, the component of the electric field along the direction of relative frame motion remains unchanged. By another set of equally straightforward - but tedious(!) manipulations, the analogous result is found for the magnetic field: $\tilde{B}_{z}=B_{z}$.
The components of the $\mathbf{E}$ and $\mathbf{B}$ fields which are orthogonal to the relative frame motion are
more interesting. Consider, for example:

$$
\begin{align*}
\tilde{E}_{y} & =c \tilde{F}^{02}  \tag{283}\\
& =c \Lambda_{\alpha}^{0} \Lambda_{\kappa}^{2} F^{\alpha \kappa}  \tag{284}\\
& =c \Lambda_{\alpha}^{0}\left(\Lambda_{0}^{2} F^{\alpha 0}+\Lambda_{1}^{2} F^{\alpha 1}+\Lambda_{2}^{2} F^{\alpha 2}+\Lambda_{3}^{2} F^{\alpha 3}\right)  \tag{285}\\
& =c \Lambda_{\alpha}^{0} \Lambda_{2}^{2} F^{\alpha 2}  \tag{286}\\
& =c \Lambda_{2}^{2}\left(\Lambda_{0}^{0} F^{02}+\Lambda_{1}^{0} F^{12}+\Lambda_{2}^{0} F^{22}+\Lambda_{3}^{0} F^{32}\right)  \tag{287}\\
& =c\left(\Lambda_{0}^{0} F^{02}+\Lambda_{1}^{0} F^{12}\right)  \tag{288}\\
& =c\left(\Lambda_{0}^{0} E_{y} / c+\Lambda_{1}^{0} B_{z}\right)  \tag{289}\\
& =\cosh \theta E_{y}-\sinh \theta c B_{z} . \tag{290}
\end{align*}
$$

By similar manipulations:

$$
\begin{align*}
& \tilde{E}_{z}=\cosh \theta E_{z}+\sinh \theta c B_{y}  \tag{291}\\
& \tilde{B}_{y}=\cosh \theta B_{y}+\sinh \theta E_{z} / c  \tag{292}\\
& \tilde{B}_{z}=\cosh \theta B_{z}-\sinh \theta E_{y} / z \tag{293}
\end{align*}
$$

These results - specific to a relative frame velocity in the $x$ direction - are inelegant. But by using rotational symmetry they may be put into a more general form. For this purpose, I will denote the velocity of the ${ }^{\sim}$ frame wrt to the original frame by $\mathbf{v}(=\hat{\mathbf{x}} c \tanh \theta$ so far $)$. The $\mathbf{E}$ field may be decomposed:

$$
\begin{equation*}
\mathbf{E}=\underbrace{(\hat{\mathbf{v}} \cdot \mathbf{E}) \hat{\mathbf{v}}}_{:=\mathbf{E}_{\|}}+\underbrace{\mathbf{E}-(\hat{\mathbf{v}} \cdot \mathbf{E}) \hat{\mathbf{v}}}_{:=\mathbf{E}_{\perp}} \tag{294}
\end{equation*}
$$

and similarly: $\mathbf{B}=\mathbf{B}_{\|}+\mathbf{B}_{\perp}$. As we have shown, $\tilde{\mathbf{B}}_{\|}=\mathbf{B}_{\|}$and $\tilde{\mathbf{E}}_{\|}=\mathbf{E}_{\|}$. For the perpendicular component of $\mathbf{E}$ :

$$
\begin{align*}
\tilde{\mathbf{E}}_{\perp} & =\hat{\mathbf{y}}\left(\cosh \theta E_{y}-\sinh \theta c B_{z}\right)+\hat{\mathbf{z}}\left(\cosh \theta E_{z}+\sinh \theta c B_{y}\right)  \tag{295}\\
& =\cosh \theta\left(\hat{\mathbf{z}} E_{z}+\hat{\mathbf{y}} E_{y}\right)+\sinh \theta\left(\hat{\mathbf{z}} c B_{y}-\hat{\mathbf{y}} c B_{z}\right)  \tag{296}\\
& =\cosh \theta \mathbf{E}_{\perp}+\sinh \theta c[\hat{\mathbf{z}}(\hat{\mathbf{y}} \cdot \mathbf{B})-\hat{\mathbf{y}}(\hat{\mathbf{z}} \cdot \mathbf{B})] . \tag{297}
\end{align*}
$$

Recall the "bac-cab" identity: $\mathbf{a} \times(\mathbf{b} \times \mathbf{c})=\mathbf{b}(\mathbf{a} \cdot \mathbf{c})-\mathbf{c}(\mathbf{a} \cdot \mathbf{b})$, which can be used here to write $\hat{\mathbf{z}}(\hat{\mathbf{y}} \cdot \mathbf{B})-\hat{\mathbf{y}}(\hat{\mathbf{z}} \cdot \mathbf{B})=\hat{\mathbf{x}} \times \mathbf{B}$, so that:

$$
\begin{align*}
\tilde{\mathbf{E}}_{\perp} & =\cosh \theta \mathbf{E}_{\perp}+\sinh \theta \hat{\mathbf{x}} \times c \mathbf{B}  \tag{298}\\
& =\cosh \theta\left[\mathbf{E}_{\perp}+\tanh \theta \hat{\mathbf{x}} \times c \mathbf{B}\right]  \tag{299}\\
& =\cosh \theta\left[\mathbf{E}_{\perp}+\mathbf{v} \times \mathbf{B}\right] . \tag{300}
\end{align*}
$$

By a similar set of manipulations:

$$
\begin{equation*}
\tilde{\mathbf{B}}_{\perp}=\cosh \theta\left[\mathbf{B}_{\perp}-\mathbf{v} / c \times \mathbf{E} / c\right] \tag{301}
\end{equation*}
$$

Summarizing:

$$
\begin{align*}
\tilde{\mathbf{E}}_{\|} & =\mathbf{E}_{\|}  \tag{302}\\
\tilde{\mathbf{E}}_{\perp} & =\cosh \theta\left[\mathbf{E}_{\perp}+\mathbf{v} \times \mathbf{B}\right] \\
\tilde{\mathbf{B}}_{\|} & =\mathbf{B}_{\|} \\
\tilde{\mathbf{B}}_{\perp} & =\cosh \theta\left[\mathbf{B}_{\perp}-\mathbf{v} / c \times \mathbf{E} / c\right]
\end{align*}
$$

where $\mathbf{v}$ is the velocity of the ${ }^{\sim}$ frame wrt to the initial frame and $\tanh \theta=v / c$.

- GITE4 derives these transformations differently - starting from the assumption that Maxwell's equations have the same form in all inertial reference frames (the principle of covariance). By transforming some well-chosen special cases of the "source fields", J and $\rho$, between two inertial reference frames, the same rules as given by Eq.'s 302 to 305 may be inferred.

The approach that we took here is quite different - I made no reference to Maxwell's equations!

We can view the agreement between these two approaches as reinforcing the hypothesized correspondence (Eq. 234) between

1. the $A^{\alpha}$ four-vector arising from our variational arguments for a relativistic correct Lorentz force law, and
2. the $\mathbf{E}$ and $\mathbf{B}$ fields as computed from Maxwell's equations.

Aside from the annoyance associated with rewriting the clean(!) transformation rules for the Faraday tensor in terms of the "plain-old" $\mathbf{E}$ and $\mathbf{B}$ vectors, the variational approach is quite appealing in its economy. L\&L go on to motivate Maxwell's equations using variational methods, but here we will (unfortunately) break with them. However, in the next section we will rewrite Maxwell's equations in a manifestly covariant form, similar in spirit to the way we rewrote the Lorentz Force law (Eq. 233) in a manifestly covariant form (Eq. 259).

## 18 Fields due to a uniformly moving point charge (GITE4 12.3.4) CNE

Summary:

- determining the fields due to uniformly moving point charge is a straightforward but important application of the rules for transforming fields between inertial reference frames.
- take two inertial reference frames with relative motion along the $x$ axis - the "standard configuration". In the first frame, the point charge is stationary and located at the origin. In this inertial reference frame the electric field is just given by Coulomb's law and the magnetic field is zero.

We then transform these fields into the second inertial reference frame, travelling at a velocity $c \boldsymbol{\beta}=V_{21, x} \hat{\mathbf{x}}$ with respect to the first. Once we have the fields in this second reference frame, we have what we want: the fields for a point charge moving with a velocity of $-c \boldsymbol{\beta}$.

- define, in the second frame, in which the particle is moving:

where

$$
\begin{equation*}
\mathbf{R}:=(\bar{x}-v \bar{t}) \hat{\mathbf{x}}+\bar{y} \hat{\mathbf{y}}+\bar{z} \hat{\mathbf{z}} \tag{306}
\end{equation*}
$$

and the angle $\psi$ is such that

$$
\begin{equation*}
\hat{\mathbf{x}} \cdot \mathbf{R}=R \cos \psi \tag{307}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{y^{2}+z^{2}}{R^{2}}=\sin ^{2} \psi \tag{308}
\end{equation*}
$$

In the frame in which the particle is moving, the fields are:

$$
\begin{equation*}
\overline{\mathbf{E}}=\frac{q}{4 \pi \epsilon_{0}} \frac{\hat{\mathbf{R}}}{R^{2}} \frac{\left(1-\beta^{2}\right)}{\left(1-\beta^{2} \sin ^{2} \psi\right)^{3 / 2}} \tag{309}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\mathbf{B}}=\frac{\mathbf{v}}{c} \times \frac{\overline{\mathbf{E}}}{c} \tag{310}
\end{equation*}
$$

where $\beta=v / c$ and $\mathbf{v}$ is the velocity of the particle in this frame.

## 19 Maxwell's equations in a manifestly covariant form (GITE4 12.3.3) MC

Summary:

- justified treating $(\rho c, \mathbf{J})$ as a four-vector.
- described how using $A^{\alpha}(\equiv(\varphi / c, \mathbf{A}))$ to describe $\mathbf{E}$ and $\mathbf{B}$ satisfied two of Maxwell's equations.
- wrote the other two of Maxwell's equations in terms of $\varphi$ and $\mathbf{A}$.
- explained gauge invariance and that we have the freedom to set $\nabla \cdot \mathbf{A}$ to our own specifications.
- mentioned why the Coulomb gauge $\nabla \cdot \mathbf{A}=0$ is so useful in magnetostatics.
- introduced the Lorenz gauge $\nabla \cdot \mathbf{A}=-\left(1 / c^{2}\right) \partial \varphi / \partial t$ and showed how it simplifies Maxwell's equations (when written in terms of $\mathbf{A}$ and $\varphi$ ) to a pair of "wave equations".
- showed how these two wave equations could be written together in the highly condensed and manifestly covariant form:

$$
\begin{equation*}
-\partial_{\alpha} \partial^{\alpha} A^{\beta}=\mu_{0} J^{\beta} \tag{311}
\end{equation*}
$$

## 20 Poynting's theorem (GITE4 8.1.2) © ©

- Poynting's theorem concerns energy conservation.
- final result:

$$
\underbrace{-\oint \mathbf{S} \cdot \mathbf{d a}}_{\begin{array}{c}
\text { power flow }  \tag{312}\\
\text { into volume }
\end{array}}=\underbrace{\frac{d E}{d t}}_{\begin{array}{c}
\text { power being put } \\
\text { into particles } \\
\text { in volume }
\end{array}}+\underbrace{\frac{d}{d t} \int d \tau\left[\frac{\epsilon_{0}}{2} E^{2}+\frac{B^{2}}{2 \mu_{0}}\right]}_{\begin{array}{c}
\text { power being put } \\
\text { into filds } \\
\text { in volume }
\end{array}}
$$

where the Poynting vector $\mathbf{S}$ is defined as:

$$
\begin{equation*}
\mathbf{S}:=\frac{1}{\mu_{0}} \mathbf{E} \times \mathbf{B} \tag{313}
\end{equation*}
$$

## 21 Momentum conservation and Maxwell's stress tensor (GITE4 8.2.1, 8.2.2, 8.2.3) D T G

- final result:

$$
\underbrace{\int \stackrel{\mathbf{T}}{\boldsymbol{\sim}} \cdot \mathbf{d \mathbf { a }}=\underbrace{\frac{d \mathbf{p}}{d t}}_{\begin{array}{c}
\text { rate of }  \tag{314}\\
\text { particle momentum } \\
\text { change in volume }
\end{array}}+\underbrace{\int d \tau \epsilon_{0} \frac{\partial}{\partial t}(\mathbf{\mathbf { E }} \times \mathbf{B})}_{\begin{array}{c}
\text { rate of } \\
\text { electromagnetic momentum } \\
\text { change in volume }
\end{array}}}_{\begin{array}{c}
\text { rate of momentum } \\
\text { flow into volume }
\end{array}}
$$

where the components of the symmetric Maxwell stress tensor $\overleftrightarrow{T}$ are defined as:

$$
\begin{equation*}
T_{i j}:=\epsilon_{0}\left(E_{i} E_{j}-\frac{1}{2} E^{2} \delta_{i j}\right)+\frac{1}{\mu_{0}}\left(B_{i} B_{j}-\frac{1}{2} B^{2} \delta_{i j}\right) . \tag{315}
\end{equation*}
$$

## 22 Wave equations (GITE4 9.1.1, 9.1.2) ©N

- XX


## 23 Electromagnetic plane waves (GITE4 9.2.1, 9.2.2) <br>  <br> - XX <br> 24 Energy and momentum transport in electromagnetic waves (GITE4 9.2.3)

- XX


## 25 Solving Maxwell's equations in the Lorenz gauge (GITE4

 10.2.1)- XX


## 26 Introduction to radiation ©N

We will study two topics:

1. the Hertzian dipole. This is the simplest radiating system and of great historical importance, as it was used by Hertz to demonstrate that electromagnetic waves could be generated electrically.
2. Purcell's treatment of radiation of a point charge. It is the acceleration of point charges that give rise to radiation. There is a simple but intuitive picture that allows us to see this.

All of the videos for radiation were made in Fall 2020. Some things that I say are slightly outdated (reference to problem sets etc...).

## 27 Hertzian dipole (GITE4 11.1.2)

- Where are we going? ©M
- Determining the vector potential ©

Assuming that the wavelength is small compared to the size of the dipole, we obtain:

$$
\mathbf{A}(r, \theta, t)=-\frac{\mu_{0} p_{0} \omega}{4 \pi r} \sin [\omega(t-r / c)] \hat{\mathbf{z}}
$$

(GITE4 Eq. 11.17)

- Determining the scalar potential ©

The Lorenz gauge condition may then be integrated to determine:

$$
V(r, \theta, t)=\frac{p_{0} \cos \theta}{4 \pi \epsilon_{0} r}\left\{-\frac{\omega}{c} \sin [\omega(t-r / c)]+\frac{1}{r} \cos [\omega(t-r / c)]\right\}
$$

(GITE4 Eq. 11.12)

## - Determining the $\mathbf{E}$ and $\mathbf{B}$ fields $\mathbf{M}$

When determining the $\mathbf{E}$ and $\mathbf{B}$ fields we only retain terms that give oscillating amplitudes that scale like $1 / r$, ignoring $1 / r^{2}$ and quicker fall-offs, as these do not carry energy off to infinity. To indicate this we write $\mathbf{E}_{\mathrm{rad}}$ and $\mathbf{B}_{\mathrm{rad}}$ where "rad" is for radiation:

$$
\begin{equation*}
\mathbf{E}_{\mathrm{rad}}=-\frac{\mu_{0} p_{0} \omega^{2}}{4 \pi}\left(\frac{\sin \theta}{r}\right) \cos [\omega(t-r / c)] \hat{\theta} \tag{GITE4Eq.11.18}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{B}_{\mathrm{rad}}=-\frac{\mu_{0} p_{0} \omega^{2}}{4 \pi c}\left(\frac{\sin \theta}{r}\right) \cos [\omega(t-r / c)] \hat{\phi} \tag{GITE4Eq.11.19}
\end{equation*}
$$

## - Determining the radiated power

These fields may be used to compute the time-averaged power radiated off to infinity per unit solid angle:

$$
\begin{equation*}
\frac{d P}{d \Omega}=r^{2}\langle\mathbf{S} \cdot \hat{r}\rangle_{T} \tag{316}
\end{equation*}
$$

where $\langle\ldots\rangle$ indicates a time average (here over a single cycle $T=2 \pi / \omega$ ).

$$
\begin{equation*}
\frac{d P}{d \Omega}=\frac{1}{2 \mu_{0} c}\left(\frac{\mu_{0} d q \omega^{2}}{4 \pi}\right)^{2} \sin ^{2} \theta \tag{317}
\end{equation*}
$$

Integrating over all solid angles gives:

$$
\begin{equation*}
P=\frac{\mu_{0} p_{0}^{2} \omega^{4}}{12 \pi c} \tag{GITEEq.11.22}
\end{equation*}
$$

## 28 Intuitive treatment of point charge radiation (GITE4 11.2.1)

- broken up into three videos:

1. Determination of $E$ field $\boldsymbol{M}$
2. Determination of $B$ field $\mathbb{\perp}$
3. Determination of radiated power $\boldsymbol{A}$

- the argument presented is originally due to J. J. Thomson ${ }^{42}$ and was popularized by Purcell's textbook.

The only thing that I add (in the videos) to Purcell's treatment is an argument for the radiation magnetic field.

Here is a helpful animation of the fields generated by the charge's deceleration.

- final result is:

$$
\begin{equation*}
\frac{d P}{d \Omega}=\frac{\mu_{0} q^{2} a^{2}}{6 \pi c} \frac{3}{8 \pi} \sin ^{2} \theta \tag{318}
\end{equation*}
$$

where $a$ is the acceleration of a particle of charge $q$. After integration over all solid angles we have:

$$
\begin{equation*}
P=\frac{\mu_{0} q^{2} a^{2}}{6 \pi c} \tag{GITE4Eq.11.70}
\end{equation*}
$$

which is known as Larmor's formula.

[^29]
## Part I

## Appendices

## A Electromagnetic unit systems demystified

For "reasons" some people continue to weigh themselves in "pounds" and measure their height in "feet" and "inches". ${ }^{43}$ Thus, it should be no surprise that not everyone measures charge in Coulombs, magnetic fields in Tesla, and so-on. Although I use the SI system in these notes (as do most undergraduate textbooks), you can expect to encounter the Gaussian and Heaviside-Lorentz systems "in the wild" - especially in more advanced works. This appendix covers most (but not all) of what you might need to know about these alternatives to the SI system.

Actually it is a bit more than the "units" that change between the different systems - the form of purely symbolic equations can differ significantly between the systems as well. For example: if you have ever thought that Coulomb's law should be rid of its awkward $1 /\left(4 \pi \epsilon_{0}\right)$ factor and charge redefined so that $F=q_{1} q_{2} / r^{2}$ instead, then you will understand the appeal of Gaussian unit system, in which Coulomb's law takes this simplified form. In contrast, consider $\mathbf{F}=m \mathbf{a}$, where $\mathbf{F}$ is in $\mathrm{N}, m$ is in kg and $\mathbf{a}$ is in $\mathrm{m} / \mathrm{s}^{2}$. We also have $\mathbf{F}=m \mathbf{a}$ when $\mathbf{F}$ is in pounds-force, $m$ is in "slugs" and $\mathbf{a}$ is in $\mathrm{ft} / \mathrm{s}^{2}$. The form of equation $\mathbf{F}=m \mathbf{a}$ remains unchanged despite using a different unit system. But as the example of Coulomb's law illustrates, equations do change their form between the different electromagnetic unit systems. Despite its lack of precision the "unit system" terminology is what we are stuck with, and I will continue to use it here.

Virtually every book on electromagnetism contains an appendix like this one. Perhaps the most comprehensive is in Jackson's Classical Electrodynamics [8], and I refer you to there for a different outlook and more details on some of the more obscure systems - here I limit the scope to the relationship between the SI system and the two of the other commonly used systems: Gaussian and Heaviside-Lorentz. But I will write everything out and motivate the differences between the systems, in what may seem like excessive detail (to some).

I will start with fields, currents, and charge densities written in the SI system and then consider two "successive changes" of the field variables parameterized using "scale factors" $-\alpha$ and $\beta$. The different unit systems will correspond to specific choices for $\alpha$ and $\beta$.

The first change of variables allows $\mathbf{B}$ to be expressed in the same units as $\mathbf{E}$ - in harmony with special relativity. A new magnetic field $\mathbf{B}^{\prime}$ is defined such that the SI magnetic field is given by $\mathbf{B}=\mathbf{B}^{\prime} / \alpha$. The electric field remains unchanged, as do all the current and charge densities, so that $\mathbf{E}=\mathbf{E}^{\prime}, \rho=\rho^{\prime}, \mathbf{J}=\mathbf{J}^{\prime}, q=q^{\prime}$. The units of length, mass, and time remain unchanged and thus I

[^30]will not use primes for non-electrical quantities. ${ }^{44}$
We now rewrite the Lorentz force law in SI form $\mathbf{F}=q(\mathbf{E}+\mathbf{v} \times \mathbf{B})$, in terms of the new variables:
\[

$$
\begin{equation*}
\mathbf{F}=q^{\prime}\left(\mathbf{E}^{\prime}+\frac{\mathbf{v}}{\alpha} \times \mathbf{B}^{\prime}\right) \tag{319}
\end{equation*}
$$

\]

Normally we would select $\alpha=c$ so that $\mathbf{B}^{\prime}$ is now in the same units as $\mathbf{E}^{\prime}$, but for emphasis on the generic nature of the transformations, it will be kept unspecified for now.

The motivation for the second transformation is the goal of "cleaning up" Coulomb's law:

$$
\begin{equation*}
F=\frac{q^{2}}{4 \pi \epsilon_{0}} \frac{1}{r^{2}} \quad \rightarrow \quad F=\frac{q^{\prime \prime 2}}{r^{2}} . \tag{320}
\end{equation*}
$$

Or in terms of Maxwell's equations:

$$
\begin{equation*}
\nabla \cdot \mathbf{E}=\rho / \epsilon_{0} \quad \rightarrow \quad \nabla \cdot \mathbf{E}^{\prime \prime}=4 \pi \rho^{\prime \prime} \tag{321}
\end{equation*}
$$

To accomplish these transformations let us define a "new" electric field $\mathbf{E}$ " such that

$$
\begin{equation*}
\mathbf{E}=\mathbf{E}^{\prime}=\frac{\mathbf{E}^{\prime \prime}}{\beta} \tag{322}
\end{equation*}
$$

where $\beta$ is now an "adjustable" parameter for this second transformation in the same way that $\alpha$ was for the first.

If we want the Lorentz force law to retain the form of Eq. 319 after the replacement of $\mathbf{E}^{\prime}$ with $\mathbf{E}^{\prime \prime} / \beta$ then we must also rescale $q$; i.e., $q^{\prime}=\beta q^{\prime \prime}$, so that

$$
\begin{align*}
\mathbf{F} & =q^{\prime} \mathbf{E}^{\prime}  \tag{323}\\
& =\beta q^{\prime \prime} \mathbf{E}^{\prime \prime} / \beta  \tag{324}\\
& =q^{\prime \prime} \mathbf{E}^{\prime \prime} . \tag{325}
\end{align*}
$$

For consistency, the transformation of $q^{\prime}$ to $q^{\prime \prime}$ must be accompanied by changes in the charge density: $\rho^{\prime}=\beta \rho^{\prime \prime}$. And then if we want to preserve the form of the charge continuity equation $\nabla \cdot \mathbf{J}^{\prime}=-\partial \rho^{\prime} / \partial t$, we must change the current density: $\mathbf{J}^{\prime}=\beta \mathbf{J}^{\prime \prime}$.
The scaling of $q$ also means that we need to scale $\mathbf{B}$ to preserve the form of the

$$
\begin{equation*}
q \frac{\mathbf{v}}{\alpha} \times \mathbf{B} \tag{326}
\end{equation*}
$$

term of the Lorentz force law. Specifically, $\mathbf{B}^{\prime}=\mathbf{B}^{\prime \prime} / \beta$, so that

$$
\begin{align*}
\mathbf{F} & =q^{\prime} \frac{\mathbf{v}}{\alpha} \times \mathbf{B}^{\prime}  \tag{327}\\
& =q^{\prime \prime} \beta \frac{\mathbf{v}}{\alpha} \times \frac{\mathbf{B}^{\prime \prime}}{\beta}  \tag{328}\\
& =q^{\prime \prime} \frac{\mathbf{v}}{\alpha} \times \mathbf{B}^{\prime \prime} \tag{329}
\end{align*}
$$

[^31]With the second change of variables: $\mathbf{E}^{\prime}=\mathbf{E}^{\prime \prime} / \beta, \mathbf{B}^{\prime}=\mathbf{B}^{\prime \prime} / \beta, q^{\prime}=\beta q^{\prime \prime}, \rho^{\prime}=\beta \rho^{\prime \prime}, \mathbf{J}^{\prime}=\beta \mathbf{J}^{\prime \prime}$, Lorentz's force law and Maxwell's equations now have the forms:

$$
\begin{gather*}
\mathbf{F}=q^{\prime \prime}\left(\mathbf{E}^{\prime \prime}+\frac{\mathbf{v}}{\alpha} \times \mathbf{B}^{\prime \prime}\right)  \tag{330}\\
\nabla \cdot \mathbf{E}^{\prime \prime}=\beta^{2} \rho^{\prime \prime} / \epsilon_{0} \quad \nabla \times \mathbf{E}^{\prime \prime}=-\frac{1}{\alpha} \frac{\partial \mathbf{B}^{\prime \prime}}{\partial t}  \tag{331}\\
\nabla \cdot \mathbf{B}^{\prime \prime}=0  \tag{332}\\
\nabla \times \mathbf{B}^{\prime \prime}=\mu_{0} \alpha \beta^{2} \mathbf{J}^{\prime \prime}+\mu_{0} \epsilon_{0} \alpha \frac{\partial \mathbf{E}^{\prime \prime}}{\partial t}
\end{gather*}
$$

And for summary, we note that in terms of the original SI quantities (unprimed), these new variables (double-primed) are:

$$
\begin{equation*}
\mathbf{E}=\mathbf{E}^{\prime \prime} / \beta, \quad \mathbf{B}=\mathbf{B}^{\prime \prime} /(\beta \alpha), \quad q=\beta q^{\prime \prime}, \quad \rho=\beta \rho^{\prime \prime}, \quad \mathbf{J}=\beta \mathbf{J}^{\prime \prime} \tag{333}
\end{equation*}
$$

In principle $\alpha$ and $\beta$ may be set arbitrarily. But there are only two choices of interest to us here:
(i) the Gaussian system, corresponding to $\alpha=c, \beta=\sqrt{4 \pi \epsilon_{0}}$, and
(ii) the Heaviside-Lorentz system, corresponding to $\alpha=c, \beta=\sqrt{\epsilon_{0}}$.

In these systems:


In both of these systems $\mathbf{E}^{\prime \prime}$ and $\mathbf{B}^{\prime \prime}$ have the same dimensions and $\epsilon_{0}$ and $\mu_{0}$ are dispensed with. The difference between the two systems is whether $4 \pi$ appears in Gauss' law (Gaussian) or Coulomb's law (Heaviside-Lorentz) and likewise for Ampere's law and the the Biot-Savart law.

Now let us consider a straightforward example of converting an equation from one system to another. Zangwill's [3] Eq. 20.115 gives the power radiated by an accelerating non-relativistic charge as

$$
\begin{equation*}
P=\frac{1}{4 \pi \epsilon_{0}} \frac{2 q^{2}}{3 c^{3}} a^{2} \tag{334}
\end{equation*}
$$

where $a$ is the acceleration. Zangwill uses the SI system. What is the equivalent expression in the Gaussian system? Using our transformation approach: $q=\beta q^{\prime \prime}$ with $\beta=\sqrt{4 \pi \epsilon_{0}}$, so that in the Gaussian system we have

$$
\begin{equation*}
P=\frac{2 q^{\prime \prime 2}}{3 c^{3}} a^{2} \tag{335}
\end{equation*}
$$

agreeing with the Gaussian system expression given by Jackson [8] (his Eq. 14.22 on page 665):

$$
\begin{equation*}
P=\frac{2}{3} \frac{e^{2}}{c^{3}}|\dot{v}|^{2} \tag{336}
\end{equation*}
$$

As an aside: usage of " $e$ " is usually a hint (but not a guarantee) that the Gaussian or HeavisideLorentz systems are being used.

A Electromagnetic unit systems demystified

B Review of Lagrangian and Hamiltonian dynamics
$\frac{\text { Brief review of Lagrangian and Hamiltonian }}{\text { Dynamics (classical) }}$

In general

Start with Lagrangian

$$
\mathscr{L}(q, \dot{q},+)
$$

generalized coordinates
and velocities
Action

$$
S \equiv \int_{+_{1}}^{t_{2}} d+\dot{w}(q,-\bar{q},+)
$$


gives us

equations :

$$
\underbrace{\frac{d}{d t}\left(\frac{\partial \mathscr{L}}{\partial i}\right)=\frac{\partial \mathscr{L}}{\partial q i}}_{\text {these should }}
$$ reproduce Newton's $2^{\text {ra }}$ Row n .

1-d example (conservative forces)

$$
\begin{aligned}
\mathscr{L} & =T-U \\
& =\frac{1}{2} m \dot{x}^{2}-V(x)
\end{aligned}
$$

$$
S=\int_{+_{1}}^{+_{2}} \alpha+\left(\frac{1}{2} m \dot{x}^{2}-v(x)\right)
$$



- different trajectorios, disbarment S's.


$$
p_{x}=m \dot{x}
$$

$$
\begin{aligned}
H & =-\frac{1}{2} m \dot{x}^{2}+v(x)+\dot{x} m \dot{x} \\
& =\frac{1}{2} m \dot{x}^{2}+V(x)
\end{aligned}
$$



$$
\begin{aligned}
& \text { 1-d example } \\
& \frac{d x}{d x}=\{x, H\} \\
& =\frac{\partial x}{\partial x} \frac{\partial H}{\partial_{p}}-\frac{\partial x}{\partial p} \frac{\partial H}{\partial x} \\
& =\frac{p_{x}}{m} \\
& \frac{d p_{x}}{d+}=\left\{p_{x}, H\right\} \\
& \begin{array}{l}
=\frac{\partial p_{x}}{\partial \partial_{x}} \frac{\partial p_{x}}{\partial p_{x}}-\frac{\partial H}{\partial p_{x}} \partial_{x} \\
=0
\end{array} \\
& =-\frac{\partial H}{\partial x} \\
& \frac{d p_{x}}{d t}=-\frac{\partial V}{\partial x}
\end{aligned}
$$

That was more of a summary than a review. I highly recommend Chapter 2 of Shankar's, Principles of Quantum Mechanics, 2nd ed. [18], which despite being a book on quantum mechanics, gives an excellent review of classical mechanics using Lagrangians.

## C Cyclotron motion

Consider the motion of a charged particle in a homogeneous $\mathbf{B}$ field, with $\mathbf{E}=\mathbf{0}$. In the nonrelativistic limit

$$
\begin{equation*}
m \dot{\mathbf{v}}=q(\mathbf{v} \times \mathbf{B}) \tag{337}
\end{equation*}
$$

and for concreteness I will take $\mathbf{B}$ to be along the $z$-axis so that $\mathbf{B}=B_{z} \hat{\mathbf{z}}$ and thus

$$
\begin{align*}
m \dot{v}_{x} & =q v_{y} B_{z}  \tag{338}\\
m \dot{v}_{y} & =-q v_{x} B_{z}  \tag{339}\\
m \dot{v}_{z} & =0 . \tag{340}
\end{align*}
$$

There is not much to say about the uniform motion in the $z$ direction (in the non-relativistic case) but the $x y$ motion is a coupled linear system. To make use of some standard results of linear algebra I will use matrix notation:

$$
\left[\begin{array}{l}
\dot{v}_{x}  \tag{341}\\
\dot{v}_{y}
\end{array}\right]=\frac{q B_{0}}{m} \underbrace{\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]}_{=: C}\left[\begin{array}{l}
v_{x} \\
v_{y}
\end{array}\right]
$$

or equivalently:

$$
\begin{equation*}
\dot{\mathbf{v}}=\frac{q B}{m} C \mathbf{v} . \tag{342}
\end{equation*}
$$

It is useful to observe that the matrix $C$ is unitary:

$$
\begin{align*}
C^{\dagger} C & =\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]  \tag{343}\\
& =\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]  \tag{344}\\
& =\mathbb{1} \tag{345}
\end{align*}
$$

because any unitary matrix may be diagonalized by a unitary matrix, meaning that we may write:

$$
\begin{equation*}
C=U D U^{\dagger} \tag{346}
\end{equation*}
$$

where $U U^{\dagger}=\mathbb{1}$, and $D$ is a diagonal matrix. The columns of $U$ are a set of orthonormal eigenvectors of $C$. The corresponding eigenvalues are along the diagonal of $D$.
Finding two orthogonal eigenvectors to construct $U$ may be done in various ways - I just tried some obvious choices and identified the eigenvectors

$$
\left[\begin{array}{l}
1  \tag{347}\\
i
\end{array}\right] \text { and }\left[\begin{array}{c}
1 \\
-i
\end{array}\right]
$$

corresponding to the eigenvalues of $-i$ and $i$, respectively. Since they are non-degenerate, these eigenvectors are unique to within constant factors. Normalizing them and assembling them into a unitary matrix gives:

$$
U=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1  \tag{348}\\
i & -i
\end{array}\right]
$$

so that we may write:

$$
\begin{align*}
C & =U D U^{\dagger}  \tag{349}\\
& =\frac{1}{2}\left[\begin{array}{cc}
1 & 1 \\
i & -i
\end{array}\right]\left[\begin{array}{ll}
-i & \\
& i
\end{array}\right]\left[\begin{array}{cc}
1 & -i \\
1 & i
\end{array}\right] . \tag{350}
\end{align*}
$$

Substituting $C=U D U^{\dagger}$ into Eq. 342 gives:

$$
\begin{equation*}
\dot{\mathbf{v}}=\frac{q B}{m} U D U^{\dagger} \mathbf{v} \tag{351}
\end{equation*}
$$

Applying $U^{\dagger}$ from the left to both sides and making the change of variables $\mathbf{u}:=U^{\dagger} \mathbf{v}$ gives:

$$
\begin{equation*}
\dot{\mathbf{u}}=\frac{q B_{z}}{m} D \mathbf{u} . \tag{352}
\end{equation*}
$$

Since $D$ is diagonal, we now have two uncoupled 1st order linear differential equations, which are straightforward to solve:

$$
\mathbf{u}(t)=\left[\begin{array}{ll}
e^{-i \omega t} &  \tag{353}\\
& e^{i \omega t}
\end{array}\right] \mathbf{u}(0)
$$

where $\mathbf{u}(0)$ are the "initial conditions" at $t=0$, and $\omega=q B_{z} / m$. Of course, we are interested in $\mathbf{v}(t)$, so let us put this solution back in these original variables:

$$
U^{\dagger} \mathbf{v}(t)=\left[\begin{array}{ll}
e^{-i \omega t} &  \tag{354}\\
& e^{i \omega t}
\end{array}\right] U^{\dagger} \mathbf{v}(0)
$$

Equivalently:

$$
\begin{align*}
\mathbf{v}(t) & =U\left[\begin{array}{ll}
e^{-i \omega t} & \\
& e^{i \omega t}
\end{array}\right] U^{\dagger} \mathbf{v}(0)  \tag{355}\\
& =\frac{1}{2}\left[\begin{array}{cc}
1 & 1 \\
i & -i
\end{array}\right]\left[\begin{array}{cc}
e^{-i \omega t} & \\
& e^{i \omega t}
\end{array}\right]\left[\begin{array}{cc}
1 & -i \\
1 & i
\end{array}\right] \mathbf{v}(0)  \tag{356}\\
& =\frac{1}{2}\left[\begin{array}{cc}
e^{-i \omega t} & e^{i \omega t} \\
i e^{-i \omega t} & -i e^{i \omega t}
\end{array}\right]\left[\begin{array}{cc}
1 & -i \\
1 & i
\end{array}\right] \mathbf{v}(0)  \tag{357}\\
& =\frac{1}{2}\left[\begin{array}{cc}
e^{-i \omega t}+e^{i \omega t} & -i e^{-i \omega t}+i e^{i \omega t} \\
i e^{-i \omega t}-i e^{i \omega t} & e^{-i \omega t}+e^{i \omega t}
\end{array}\right] \mathbf{v}(0) . \tag{358}
\end{align*}
$$

Recognizing that $e^{i \omega t}+e^{-i \omega t}=2 \cos (\omega t)$ and $-i\left(e^{i \omega t}-e^{-i \omega t}\right)=2 \sin (\omega t)$, permits the simplification:

$$
\mathbf{v}(t)=\left[\begin{array}{cc}
\cos (\omega t) & -\sin (\omega t)  \tag{359}\\
\sin (\omega t) & \cos (\omega t)
\end{array}\right] \mathbf{v}(0)
$$

The matrix that appears here is familiar: it appeared in Eq. 119, describing the active rotation of points in two spatial dimensions about the origin. It has an analogous role here: as time proceeds, the velocity vector traces out a circle in "velocity space", centered around zero velocity.


To obtain the corresponding position vector, we integrate Eq. 359, giving:

$$
\mathbf{r}(t)=\frac{1}{\omega}\left[\begin{array}{cc}
\sin (\omega t) & \cos (\omega t)  \tag{360}\\
-\cos (\omega t) & \sin (\omega t)
\end{array}\right] \mathbf{v}(0)+\mathbf{c}
$$

where $\mathbf{c}$ is an arbitrary vector determined by the initial conditions; i.e.,

$$
\mathbf{r}(0)=\frac{1}{\omega}\left[\begin{array}{cc}
0 & 1  \tag{361}\\
-1 & 0
\end{array}\right] \mathbf{v}(0)+\mathbf{c}
$$

which we may rearrange to obtain:

$$
\mathbf{c}=\mathbf{r}(0)-\frac{1}{\omega}\left[\begin{array}{cc}
0 & 1  \tag{362}\\
-1 & 0
\end{array}\right] \mathbf{v}(0)
$$

so that

$$
\mathbf{r}(t)=\mathbf{r}(0)+\frac{1}{\omega}\left[\begin{array}{cc}
\sin (\omega t) & \cos (\omega t)-1  \tag{363}\\
-\cos (\omega t)+1 & \sin (\omega t)
\end{array}\right] \mathbf{v}(0)
$$

describing circular orbits of radius:


This "circling" behaviour is referred to as cyclotron motion and the corresponding frequency $f=\omega / 2 \pi$, or equivalently

$$
\begin{equation*}
f=\frac{1}{2 \pi} \frac{q B}{m} \tag{365}
\end{equation*}
$$

is known as the cyclotron frequency.
It is quite convenient that the cyclotron frequency is independent of the speed/kinetic energy of the particle - this independence is the basis for so-called cyclotrons: early high energy particle accelerators. ${ }^{45}$ However, as the energy of the particle increases and its motion becomes relativistic, the cyclotron frequency decreases. (Recall that we started this section with the non-relativistic form of Lorentz's force law.) This dependence limits the particle energies available from cyclotrons and different types of accelerators must be used to produce particles with higher energies.

## D Formulae summary

[^32]
## Maxwell's equations

$$
\begin{gathered}
\nabla \cdot \mathbf{E}=\rho / \epsilon_{0} \\
\nabla \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t} \\
\nabla \cdot \mathbf{B}=0
\end{gathered}
$$

$$
\nabla \times \mathbf{B}=\mu_{0} \mathbf{J}+\mu_{0} \epsilon_{0} \frac{\partial \mathbf{E}}{\partial t}
$$

## Potentials

$$
\begin{gather*}
\mathbf{B}=\boldsymbol{\nabla} \times \mathbf{A}  \tag{D.5}\\
\mathbf{E}=-\boldsymbol{\nabla} \phi-\frac{\partial \mathbf{A}}{\partial t} \tag{D.6}
\end{gather*}
$$

## Gauge conditions

$$
\begin{array}{rc}
\boldsymbol{\nabla} \cdot \mathbf{A}=0 & \text { Coulomb } \\
\boldsymbol{\nabla} \cdot \mathbf{A}=-\frac{1}{c^{2}} \frac{\partial \phi}{\partial t} & \text { Lorenz } \tag{D.8}
\end{array}
$$

Conservation laws

$$
\begin{equation*}
\nabla \cdot \mathbf{J}=-\frac{\partial \rho}{\partial t} \tag{D.9}
\end{equation*}
$$

$$
\begin{gather*}
\mathbf{J} \cdot \mathbf{E}+\frac{\partial}{\partial t}\left(\frac{\epsilon_{0}}{2} E^{2}+\frac{1}{2 \mu_{0}} B^{2}\right)=-\nabla \cdot \mathbf{S}  \tag{D.10}\\
\mathbf{S}:=\frac{1}{\mu_{0}} \mathbf{E} \times \mathbf{B}  \tag{D.11}\\
\mathbf{f}=\nabla \cdot \stackrel{T}{T}-\epsilon_{0} \mu_{0} \frac{\partial \mathbf{S}}{\partial t} \tag{D.12}
\end{gather*}
$$

$$
\begin{align*}
T_{i j} & :=\epsilon_{0}\left(E_{i} E_{j}-\frac{1}{2} \delta_{i, j} E^{2}\right) \\
& +\frac{1}{\mu_{0}}\left(B_{i} B_{j}-\frac{1}{2} \delta_{i, j} B^{2}\right) \tag{D.13}
\end{align*}
$$

Coulomb's Law

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\frac{1}{4 \pi \epsilon_{0}} \int d \tau^{\prime} \frac{\rho\left(\mathbf{r}^{\prime}\right)}{r^{2}} \hat{\boldsymbol{n}} \tag{D.14}
\end{equation*}
$$

## Biot-Savart

$$
\begin{gather*}
\mathbf{B}(\mathbf{r})=\frac{\mu_{0}}{4 \pi} I \oint \frac{d \boldsymbol{\ell}^{\prime} \times \hat{\boldsymbol{r}}}{\boldsymbol{r}^{2}}  \tag{D.15}\\
\mathbf{B}(\mathbf{r})=\frac{\mu_{0}}{4 \pi} \int \frac{\mathbf{J}\left(\mathbf{r}^{\prime}\right) \times \hat{\boldsymbol{r}}}{r^{2}} d \tau^{\prime} \tag{D.16}
\end{gather*}
$$

Auxiliary fields in materials

$$
\begin{equation*}
\mathbf{D}:=\epsilon_{0} \mathbf{E}+\mathbf{P} \tag{D.17}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{H}:=\mathbf{B} / \mu_{0}-\mathbf{M} \tag{D.18}
\end{equation*}
$$

$$
\begin{equation*}
\rho_{b}=-\nabla \cdot \mathbf{P} \tag{D.19}
\end{equation*}
$$

$$
\begin{gather*}
\mathbf{J}_{b}=\nabla \times \mathbf{M}+\frac{\partial \mathbf{P}}{\partial t}  \tag{D.21}\\
\mathbf{K}_{b}=\mathbf{M} \times \mathbf{n}
\end{gather*}
$$

Materials with linear response

$$
\begin{gather*}
\mathbf{P}=\epsilon_{0} \chi \mathbf{E}  \tag{D.23}\\
\epsilon=\epsilon_{0}(1+\chi) \tag{D.24}
\end{gather*}
$$

$$
\begin{array}{r}
u_{\mathrm{EM}}(t) \approx \frac{1}{2}\left\{\frac{\partial}{\partial \omega}\left[\omega \tilde{\epsilon}^{\prime}(\omega)\right]|\mathbf{E}(t)|^{2}+\right. \\
\left.\frac{\partial}{\partial \omega}\left[\omega \tilde{\mu}^{\prime}(\omega)\right]|\mathbf{H}(t)|^{2}\right\} \\
Q_{E}(t) \approx \omega \epsilon^{\prime \prime}(\omega)|\mathbf{E}(t)|^{2} \\
\mathbf{P}(t)=\epsilon_{0} \int_{-\infty}^{\infty} d t^{\prime} \chi\left(t-t^{\prime}\right) \mathbf{E}\left(t^{\prime}\right) \\
\check{\chi}(\omega)=\int_{-\infty}^{\infty} d t \chi(t) e^{i \omega t} \\
\chi(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \omega \check{\chi}(\omega) e^{-i \omega t} \\
\check{\mathbf{P}}(\omega)=\epsilon_{0} \check{\chi}(\omega) \check{\mathbf{E}}(\omega)  \tag{D.30}\\
\check{\chi}^{\prime}(\omega)=-\frac{1}{\pi} P \int_{-\infty}^{\infty} d s \frac{\check{\chi}^{\prime \prime}(s)}{\omega-s} \\
\check{\chi}^{\prime \prime}(\omega)=\frac{1}{\pi} P \int_{-\infty}^{\infty} d s \frac{\check{\chi}^{\prime}(s)}{\omega-s} .
\end{array}
$$

## Retardation and Radiation

$$
\begin{gather*}
\mathbf{A}_{\mathrm{rad}}(\mathbf{r}, t)=\frac{\mu_{0}}{4 \pi r} \int d \tau^{\prime} \mathbf{J}\left(\mathbf{r}^{\prime}, t-\frac{r}{c}+\frac{r^{\prime} \cos \gamma}{c}\right)  \tag{D.31}\\
c \mathbf{B}_{\mathrm{rad}}(\mathbf{r}, t)=-\hat{\mathbf{r}} \times \frac{\partial \mathbf{A}_{\mathrm{rad}}(\mathbf{r}, t)}{\partial t}  \tag{D.32}\\
\mathbf{E}_{\mathrm{rad}}(\mathbf{r}, t)=-\hat{\mathbf{r}} \times c \mathbf{B}_{\mathrm{rad}}(\mathbf{r}, t)  \tag{D.33}\\
\frac{d P_{\mathrm{Larmor}}}{d \Omega}=\frac{\mu_{0}}{c(4 \pi)^{2}} q^{2} a_{\mathrm{ret}}^{2} \sin ^{2} \theta \tag{D.34}
\end{gather*}
$$

$$
\begin{equation*}
P_{\text {Larmor }}=\frac{q^{2} a_{\mathrm{ret}}^{2}}{6 \pi \epsilon_{0} c^{3}} \tag{D.35}
\end{equation*}
$$

$$
\begin{gather*}
A^{\alpha} \equiv(\varphi / c, \mathbf{A})  \tag{D.40}\\
\partial_{i} \equiv\left(\frac{1}{c} \partial_{t}, \boldsymbol{\nabla}\right)  \tag{D.41}\\
\boldsymbol{\Lambda}=\left(\begin{array}{cccc}
\cosh \theta & -\sinh \theta & 0 & 0 \\
-\sinh \theta & \cosh \theta & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \tag{D.42}
\end{gather*}
$$

In the following $\mu$ and $\nu$ correspond to the rows and columns of the corresponding arrays.
$F_{\mu \nu} \equiv\left\{\begin{array}{cccc}0 & -E_{x} / c & -E_{y} / c & -E_{z} / c \\ E_{x} / c & 0 & B_{z} & -B_{y} \\ E_{y} / c & -B_{z} & 0 & B_{x} \\ E_{z} / c & B_{y} & -B_{x} & 0\end{array}\right\}$

$$
F^{\mu}{ }_{\nu} \equiv\left\{\begin{array}{cccc}
0 & E_{x} / c & E_{y} / c & E_{z} / c  \tag{D.44}\\
E_{x} / c & 0 & B_{z} & -B_{y} \\
E_{y} / c & -B_{z} & 0 & B_{x} \\
E_{z} / c & B_{y} & -B_{x} & 0
\end{array}\right\}
$$

$$
\left.\begin{array}{c}
F_{\mu}^{\nu} \equiv\left\{\begin{array}{cccc}
0 & -E_{x} / c & -E_{y} / c & -E_{z} / c \\
-E_{x} / c & 0 & B_{z} & -B_{y} \\
-E_{y} / c & -B_{z} & 0 & B_{x} \\
-E_{z} / c & B_{y} & -B_{x} & 0
\end{array}\right\} \\
\text { (D. } 45 \tag{D.46}
\end{array}\right\}
$$

## Transformation of fields

$$
\begin{gather*}
\mathbf{E}_{\|}^{\prime}=\mathbf{E}_{\|} \quad \mathbf{B}_{\|}^{\prime}=\mathbf{B}_{\|}  \tag{D.47}\\
\mathbf{E}_{\perp}^{\prime}=\gamma(\mathbf{E}+\boldsymbol{\beta} \times c \mathbf{B})_{\perp}  \tag{D.48}\\
c \mathbf{B}_{\perp}^{\prime}=\gamma(c \mathbf{B}-\boldsymbol{\beta} \times \mathbf{E})_{\perp} \tag{D.49}
\end{gather*}
$$

## Bessel functions

$$
\begin{equation*}
\frac{d^{2} R}{d x^{2}}+\frac{1}{x} \frac{d R}{d x}+\left[1-\frac{m^{2}}{x^{2}}\right] R=0 \tag{D.50}
\end{equation*}
$$

From the DLMF:


$$
\begin{equation*}
H_{m}^{(1)}(x)=J_{m}(x)+i N_{m}(x) \tag{D.51}
\end{equation*}
$$

Helmholtz Decomposition

$$
\begin{gather*}
\mathbf{C}(\mathbf{r})=\nabla \times \mathbf{F}(\mathbf{r})-\nabla \Omega(\mathbf{r})  \tag{D.56}\\
\Omega(\mathbf{r})=\frac{1}{4 \pi} \int d \tau^{\prime} \frac{\nabla^{\prime} \cdot \mathbf{C}\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}  \tag{D.57}\\
\mathbf{F}(\mathbf{r})=\frac{1}{4 \pi} \int d \tau^{\prime} \frac{\nabla^{\prime} \times \mathbf{C}\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \tag{D.58}
\end{gather*}
$$

## Miscellaneous results

$$
\begin{gather*}
\delta(x-a)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{i(x-a) t} \mathrm{~d} t .  \tag{D.59}\\
\nabla \frac{1}{\imath}=-\frac{\hat{\imath}}{r^{2}}  \tag{D.60}\\
\nabla \cdot \frac{\hat{z}}{\imath^{2}}=4 \pi \delta^{3}(\imath)  \tag{D.61}\\
\nabla^{2} \frac{1}{\imath}=-4 \pi \delta^{3}(\imath)  \tag{D.62}\\
\cosh ^{2} \theta-\sinh ^{2} \theta=1  \tag{D.63}\\
\mu_{0}=4 \pi \times 10^{-7} \mathrm{H} / \mathrm{m} \tag{D.64}
\end{gather*}
$$

$$
\begin{align*}
\epsilon_{0} & \approx 8.854187 \times 10^{-12} \mathrm{~F} / \mathrm{m}  \tag{D.65}\\
c & =2.99792458 \times 10^{8} \mathrm{~m} / \mathrm{s}
\end{align*}
$$

$$
\begin{equation*}
c^{2}=\frac{1}{\mu_{0} \epsilon_{0}} \tag{D.66}
\end{equation*}
$$

## E Comments on additional resources

First let me warn you that there are a variety of differing conventions in electromagnetism that you should be conscious of when consulting other sources. As an example, in the so-called Gaussian unit system, the electric and magnetic fields are measured with the same units. And the first of Maxwell's equations is $\nabla \cdot \vec{E}=4 \pi \rho$, not the familiar $\nabla \cdot \vec{E}=\rho / \epsilon_{0}$ that we are used to. I stick to GITE4's choice throughout these notes (SI). Do not be surprised if you find formulae in other sources that look slightly different. Further information may be found in Electromagnetic unit systems demystified.

A textbook with much physical insight, but at a lower level than GITE4, is Purcell's Electricity and Magnetism [9]. I really like this book. Due to the conditions under which it was originally published, it is available here.

Apart from their use of the Gaussian unit system, Heald and Marion's Classical electromagnetic radiation [21] would be a suitable text for this course. It is available for loan here, and is relatively inexpensive to purchase. There is an accompanying solutions manual freely provided by the publisher.

The canonical graduate textbook in electromagnetism is Jackson's Classical electrodynamics [8]. Jackson's appendix gives a thorough discussion of the differing unit systems in electromagnetism.

An interesting, high-quality alternative to Jackson has appeared in recent years: Zangwill's Modern electrodynamics [3].

I mentioned in the introduction that Landau and Lifshitz's Classical theory of fields [1] is inspirational, but impractical as a textbook. There is an accompanying volume concentrating on electromagnetism in materials [22], which is equally interesting.

Two books on special relativity that I like and think are appropriate for the level of this course are Williams [23] and Steane [12].
Moving away from the realm of traditional textbooks: students have told me that they have found http://physicspages.com/ useful. These are notes based on the author's study of various standard physics textbooks, including Griffiths. I have not looked at them in too much detail, but I want to call your attention to their existence.

Just as it is unwise to take medical advice based on the results of google searches, ${ }^{46}$ you should not use mathematical formulae of questionable provenance. Use authoritative standard sources

[^33]for any mathematical results that you need. For the type of mathematics needed for the physics of electromagnetism, the NIST Digital Library of Mathematical Functions is the gold standard, building on its predecessor "Abramowitz and Stegun" (A\&S). Physical book versions of both the DLMF and A\&S are available [24, 25] - in this format I like the older A\&S a bit more than DLMF, due to some sort of combination of aesthetics, usability, and nostalgia.

For the fundamental physical constants, the web-site:
https://physics.nist.gov/cuu/Constants/
is authoritative, and is kept up to date with the widely accepted CODATA values [26].
A useful source of information regarding the elementary particles is the "Review of Particle Physics" [27], available on-line.

## F Video pages

F. 1 Video pages for length contraction in electromagnetism
(1)

(2)
$\lambda_{0}$. Line charge density in rest frame

$$
\left.\lambda_{0}=\frac{\lambda_{L}}{\cosh \theta_{+L, z}}\right\}
$$

charges are obseroch to be "squeazan" to gather in lab frame.
$\vec{V}^{*-\text { force on charge q initially moving } 11 \text { to wire }}$

(3)

Now consider problem in the rest frame of particle $P$, where $\vec{V} \times \vec{B}=\overrightarrow{0}$.

Now the two charge densities experience different length contractions and no longer cancel $\vec{E}_{p} \neq \overrightarrow{0}$

$$
\lambda_{+p}=\cosh \left(\theta_{+p, z}\right) \lambda_{0}
$$


(4)

$$
\begin{aligned}
& \theta_{+p, z}=\theta_{+L, z}-\theta_{p L, z} \\
& \theta_{-p, z}=\theta_{-L, z}-\theta_{p h, z} \\
&\vec{E}_{p}=\hat{s} \frac{1}{2 \pi \epsilon_{0}} \frac{\lambda_{0}}{S}[\underbrace{\cosh \left(\theta_{+L, 2}-\theta_{p L, 2}\right.})-\cosh (\underbrace{\theta_{-L, 2}}_{-\theta_{+h, 2}}-\theta_{p h, z})]
\end{aligned}
$$

Mathematical identity $\cosh (u+v)=\cosh u \cosh v+\sinh u \sinh v$

$$
\begin{aligned}
& =\hat{s} \frac{1}{2 \pi \epsilon_{0}} \frac{\lambda_{0}}{s}[\underbrace{\cosh \left(\theta_{+h, z}\right) \cosh \left(\theta_{p h, z}\right)}_{k}-\underbrace{\sinh \left(\theta_{+h, z}\right) \sinh \left(\theta_{p h, z}\right)} \\
& \vec{E}_{p}=-\hat{s} \frac{1}{2 \pi \epsilon_{0}} \frac{\lambda_{0}}{s} 2 \underbrace{\sinh \theta_{+h, z}} \underbrace{\sinh \theta_{p h, 2}}_{c} \\
& c^{2}=\frac{1}{\mu_{0} \epsilon_{0}} \Rightarrow \frac{1}{c^{2} \epsilon_{0}}=\mu_{0} \quad \frac{V_{+L_{2} z}}{c_{\infty}} \cosh \theta_{+L_{2} z} \frac{V_{\rho_{L} z} \cosh \theta_{\rho n_{2} z}}{c_{\infty}}
\end{aligned}
$$

(5)

$$
\vec{F}_{p}=q(\vec{E}_{p}+\underbrace{\left.\vec{v}_{p} \times \vec{B}_{p}\right)}_{=\overrightarrow{0}}
$$



For non-relativiatic point particle motion $\cosh \left(\theta_{P_{L}, 2}\right) \rightarrow 1$ $\cosh \left(O_{\mathrm{PL}_{2}} \underline{\vec{F}_{P}} \rightarrow \underset{\mathrm{~F}_{L}}{ }\right.$
F. 2 Video pages for Lorentz transformations
(1)

The Lorentz transformations


Take $x_{n}=y_{A}=z_{A}=t_{A}=0$ to be the some point in spacetime as

$$
x_{B}=y_{B}=z_{B}=t_{B}=0
$$

(2)

$$
\begin{equation*}
x_{B}=x_{A} \cosh \theta_{B A_{2} x}-c t_{A} \sinh \theta_{B n_{2} x} \tag{*}
\end{equation*}
$$

Now we wont $t_{B}$ in trams of $x_{A}$ and $t_{A}$
$B_{y}$ s ymmatry:

$$
\begin{align*}
& x_{A}=x_{B} \cosh \theta_{A B_{3} x}-c t_{B} \sinh \theta_{A B} x \\
& \vec{V}_{A B}=-\vec{V}_{B A} \Rightarrow \theta_{A B_{3} x}=-\theta_{B A_{3} x} \\
& x_{A}=x_{B} \cosh \theta_{B A_{3} x}+c t_{B} \sinh \theta_{B A_{3} x}(\neq \\
& x_{B}=\frac{1}{\cosh \theta_{B A_{3} x}}\left(x_{A}-c t_{B} \sinh \theta_{B A, x}\right)
\end{align*}
$$

equate to
$(*)$
(3)

$$
\left.\begin{array}{rl}
\frac{1}{\cosh \left(\theta_{B A}, x\right)} & \left(x_{A}-c t_{B} \sinh \theta_{B A} x\right.
\end{array}\right) .
$$

Rearrorge to solue fror $t_{B}$ :

$$
\begin{aligned}
& -c t_{B} \sinh \theta_{B A_{3} x}=-x_{A}+\cosh \theta_{A_{A_{2}} x}\left(x_{A} \cosh \theta_{A A} x-c t_{A} \sinh \theta_{B A_{2} r}\right) \\
& c t_{B}=\frac{1}{\sinh \theta_{B A_{3} x}}\left[x_{A}-x_{A} \cosh ^{2} \theta_{B A_{3} x}+c t_{A} \cosh \theta_{\operatorname{BA} A} \sinh \theta_{B A_{D} x}\right] \\
& \operatorname{ct}_{B}=-x_{A} \sinh \theta_{B_{A_{2} x}+c t_{A} \cosh \theta_{B_{A_{2} x}}}^{4}
\end{aligned}
$$

(4)
$\sim R^{\top}(x) R(x)=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right], R(x)$ orthoganal matrices

$$
\begin{aligned}
x^{\prime 2}+y^{\prime 2} & =\left[x^{\prime} y^{\prime}\right]\left[\begin{array}{l}
x^{\prime} \\
y^{\prime}
\end{array}\right]=\left[\begin{array}{l}
x^{\prime} \\
y^{\prime}
\end{array}\right]^{\top}\left[\begin{array}{l}
x^{\prime} \\
y^{\prime}
\end{array}\right]=\left(R(x)\left[\begin{array}{l}
x \\
y
\end{array}\right]\right)^{\top} R(x)\left[\begin{array}{l}
x \\
y
\end{array}\right] \\
& =\left[\begin{array}{l}
x \\
y
\end{array}\right]^{\top} \underbrace{R\left(\begin{array}{l}
x \\
y
\end{array}\right]=x^{2}+y^{2}}_{I(x)^{\top} R(x)}
\end{aligned}
$$

(5)

rotations prearoee the dot

$$
\overbrace{x_{1} x_{2}+y_{1} y_{2}}^{\text {product }}={\stackrel{\rightharpoonup}{r_{1}}-\vec{r}_{2}}
$$

is invariant under rotations about 0


$$
\left[\begin{array}{l}
x_{B} \\
y_{B}
\end{array}\right]=\left[\begin{array}{cc}
\cos \alpha & -\sin x \\
\sin x & \cos \alpha
\end{array}\right]\left[\begin{array}{l}
x_{A} \\
y_{A}
\end{array}\right]
$$

passive transformatic on

Lorentz transformations are passive -
(6)

$$
\underbrace{c t_{1} c t_{2}-x_{1} x_{2} \text { is a Lorentz invariant. }}
$$

Lorentz scalar product of
$C t_{1 B} c t_{2 B}-x_{1 B} X_{2 B}$


$$
=\underbrace{c t_{1 A} c t_{2 A}-x_{1 A} x_{2 A}}
$$

F. 3 Video pages for four vectors and tensors
(1)

Four-vectors and tens ors

$$
\begin{aligned}
& \vec{E}(x, t)=E_{0} \cos (k x-w t) \hat{y} \\
& \vec{B}(x, t)={\underset{C}{E}}_{E_{0}} \cos (\underbrace{k-w t}_{\phi}) \hat{z}
\end{aligned} \quad \begin{aligned}
& \text { linearly polarized } \\
& \text { plane } E_{M} \text { wave" } \\
& E_{g .} 9.4 \text { 6ITEL4 }
\end{aligned}
$$

$$
\begin{aligned}
& \phi=k_{B} x_{B}-\frac{w_{B}}{C} c t_{B} \text { frame } B \text { ort } A \quad \vec{U}_{B A}=U_{B A, x} \hat{x} \\
& =k_{B}\left(x_{A} \cosh \theta-c t_{A} \sinh \theta\right) \\
& \tan h \theta=\frac{U_{A B x}}{C} \\
& -\frac{w}{C}_{C}\left(-x_{A} \sinh \theta+c t_{A} \cosh \theta\right) \\
& =x_{A}(\underbrace{\left.k_{B} \cosh \theta+\frac{w_{B}}{C} \sinh \theta\right)}_{=: k_{A}}-c t_{A}(\underbrace{k_{A} \sinh \theta+\frac{w_{B}}{c_{B}} \cosh \theta}_{=: \frac{w_{A}}{C}})
\end{aligned}
$$

(2)

$$
\begin{aligned}
& k_{B}=k_{A} \cosh \theta-\frac{w_{A}}{C} \sinh \theta \\
& \frac{w_{B}}{C}=-k_{A} \sinh \theta+\frac{w_{A}}{C} \cosh \theta
\end{aligned}
$$

same transformation ar for $(c t, x)$
$(c t, \vec{r})$ and $\left(\frac{\omega}{c}, \vec{k}\right)$ transform between inertial framer in the same way.

Sour-vectors

$$
\underbrace{(p c, \stackrel{\rightharpoonup}{J})}
$$

$\phi=\vec{k} \cdot \vec{r}-\omega t=k_{x} x+k_{y} y+k_{z} z-\frac{\omega}{c} c t \quad$ -
$=\left(\frac{\omega}{c}, \vec{k}\right) \underset{\&}{ }(c t, \vec{r})$ Lorentz invariant scalar product.
(3)

$$
=k_{i} r_{i}^{i} \prod_{\alpha}^{i}
$$

sumption over indices repeated in "top and bottom" are implicit Einstein summation convention
(4)
$\Lambda$ is a matrix that describes Lorentz transformations (combinations of robateione
and boosts)

$$
\Omega=\left[\begin{array}{cccc}
c & -s & 0 & 0 \\
-s & c & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]^{\alpha}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & c & 5 \\
0 & 0 & -s & c
\end{array}\right]_{R} \quad k_{\alpha} r^{\alpha}=k^{\alpha} r_{\alpha}
$$

$g=\left[\begin{array}{ccc}-1 & 0 \\ 1 & 1 & 0 \\ 0 & 1 \\ 1 & 1\end{array}\right]$

$$
\begin{aligned}
& (\underset{c}{\omega}, \vec{k}) \div(c t, \vec{r}) \\
& =\underbrace{\left[\frac{\omega}{c}, k_{x}, k_{y}, k_{z}\right.}]\left[\begin{array}{cccc}
-1 & & & \\
& 1 & & \\
& & 1 & \\
& & & 1
\end{array}\right]\left[\begin{array}{c}
c t \\
x \\
y \\
z
\end{array}\right] \\
& K_{i} \\
& r^{0}=c t, r^{\prime}=x_{3} \\
& k_{0}=-\frac{\omega}{c}, k_{1}=k_{x}, k_{2}=k_{y}, k_{3}=k_{2} \\
& r^{2}=y_{s} r^{3}=z \\
& =\sum k_{i} r_{\phi}^{i}
\end{aligned}
$$

(5)

How do covariant components transform between inertial reference frames?

$$
\begin{aligned}
& \left(\Lambda^{-1}\right)_{y}^{\alpha} \Lambda_{\alpha}^{\beta}=\delta_{\gamma}^{\beta}=0 \quad \text { unless } y=\beta \text { in which } \\
& A_{\alpha} B^{\alpha}=\tilde{A}_{x} \tilde{B}^{\alpha} \text { \& should he true } \\
& \sum_{\alpha}^{\tilde{A}_{\alpha} \tilde{B}^{\alpha}{ }_{\sim}^{x}}=\tilde{A}_{\alpha} \Lambda_{\gamma y}^{\alpha} B^{\gamma}=(\Lambda)_{\alpha}^{-1 \sim} A_{v} \Lambda_{\alpha}^{\alpha} B^{v} \\
& \text { if } \tilde{A}_{\alpha}=(\Lambda)_{\alpha}^{-i} A_{\alpha} \\
& \begin{array}{l}
=\delta_{y}^{\delta_{v}^{v} A_{v} B^{v}} \\
=A_{y} B^{2}
\end{array}
\end{aligned}
$$

(6)

$$
\begin{aligned}
& \tilde{T}_{v}^{\epsilon}=\left(\Lambda^{-1}\right)_{v}^{\beta}(\Lambda)_{\alpha}^{\epsilon} T_{\beta}^{\alpha} \\
& \text { rona } 2 \text { tensors } T_{\alpha \beta}=g_{\alpha \omega} T_{\beta}^{N}
\end{aligned}
$$

$$
\begin{aligned}
& A_{\alpha} B^{\beta}=T_{\alpha}^{\beta} \quad T_{\alpha}^{\alpha}=\underbrace{A_{\alpha} B^{\alpha}}
\end{aligned}
$$

(7)

$$
\begin{aligned}
& \partial_{0}:=\frac{1}{c} \frac{\partial}{\partial t}, ~ \partial_{1}:=\frac{\partial}{\partial x}, \partial_{z}:=\frac{\partial}{\partial y}, \partial_{3}=\frac{\partial}{\partial z} \\
& \partial_{i} J^{i}=\frac{1}{c} \frac{\partial}{\partial t}(p c)+\underbrace{\partial_{i}}_{\nabla_{\nabla-\vec{J}}^{\partial x} J_{x}+\frac{\partial}{\partial y} J_{y}+\frac{\partial J_{z}}{\partial z}} \\
& \underbrace{\frac{\partial P}{\partial t}=-\nabla \cdot \vec{J}}=0 \Rightarrow \tilde{y}_{i}^{i} \tilde{J}^{i}=0
\end{aligned}
$$

F. 4 Video pages for proper time and the terrible twins
(1)

(2)


I<O: time-like $\leftarrow$
I> 0 : spacerelke $\uparrow$ $I=0$ : light like.
(3)

(4)

$$
\begin{aligned}
J & =\sum_{i} \sqrt{\frac{-I_{i}}{q}} \\
& =\sum_{i} \sqrt{\left(c \Delta t_{i}\right)^{2}-\left(\Delta d_{i}\right)^{2}} \\
& =c \sum_{i} \Delta t_{i} \sqrt{1-\left(\frac{\Delta d_{i}}{c \Delta t_{i}}\right)^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& \text { toke limit as } \Delta t_{i} \rightarrow 0
\end{aligned}
$$

Remember "moving clocks run slow":
accumulation of time in rest-srave of rock.

$$
\Delta t_{R}^{4}+\underbrace{\Delta t \sqrt{1-\left(\frac{U}{c}\right)^{2}}}_{\text {rest sian of look }}
$$


(5)


$$
\leadsto
$$

(6)



$$
\tau_{S}<\tau_{E}
$$


F. 5 Video pages for momenergy from an invariant action
(1)

Momanergy from an invariant action

- based on principle of "most propertime"

$$
\begin{aligned}
& S=-\alpha \int_{w} d t \\
& \alpha>0 \\
&\left.=-\alpha \int \alpha t \sqrt{x} \sqrt{1-(v / c)^{2}}\right\} \\
& S=\int 2 t \mathscr{L}, \quad t
\end{aligned}
$$

- For a non-relativistic particle : $\mathscr{L}=\frac{1}{2} m v^{2}$ Gat a by requiring that $i$ has this non-relativistic limit.
(2)

$$
\begin{aligned}
\mathscr{L} & =-\alpha\left(1-\frac{1}{2}\left(\frac{v}{c}\right)^{2}+\cdots \cdot\right) \\
& =-\frac{\alpha}{\varphi}+\frac{\alpha}{2} \frac{v^{2}}{c^{2}}
\end{aligned}
$$

U doesint affact motion sinee constant

$$
\begin{aligned}
\frac{\alpha}{x} \frac{1}{c^{2}} & =\frac{m}{\not x} \Rightarrow \alpha=m c^{2} \\
\mathscr{L} & =-m c^{2} \sqrt{1-\left(\frac{v}{c}\right)^{2}} \\
\rho_{x} & :=\frac{\partial \mathscr{L}}{\partial \dot{x}}=\frac{\partial \mathscr{L}}{\partial v_{x}}=\frac{\partial}{\partial v_{x}}\left(-m c^{2}\right) \sqrt{1-(v / c)^{2}} \\
& =\frac{-m c^{2}}{2 \sqrt{1-\left(\frac{v}{c}\right)^{2}}}\left(-\frac{1}{c^{2}}\right) \frac{\partial}{\partial v_{x}}\left(v_{x}^{2}+v_{y}^{2}+v_{z}^{2}\right)
\end{aligned}
$$

(3)

$$
\begin{aligned}
& \left.\vec{p}=\frac{m \vec{v}}{\sqrt{1-(v / c)^{2}}}\right\} \\
& \frac{d \Psi}{d t}=\sum_{i} \underbrace{\frac{\partial \mathscr{L}}{\partial q_{i}}} \dot{q}_{i}+\sum_{i}^{\frac{\partial \mathscr{q}}{\partial \dot{q}_{i}}} \ddot{q}_{i} \\
& \frac{d}{d t}\left[\frac{\partial \mathscr{R}}{\partial \dot{q}_{i}}\right]=\frac{\partial \mathscr{F}}{\partial q_{c}} \\
& =\sum_{i} \frac{d}{d t}\left[\frac{\partial \varphi}{\partial \dot{q}_{i}}\right] \dot{q}_{i}+\sum_{i} \frac{\partial \mathscr{L}}{\partial \dot{q}_{i}} \ddot{q}_{i} \\
& =\sum_{i} \frac{d}{d t}\left[\frac{\partial \mathscr{R}}{\partial \dot{q}_{i}} \dot{q}_{i}\right] \quad p_{i} \quad E:=-L+\sum_{i} p_{i} \dot{q}_{i} \\
& \frac{d}{d t}[\underbrace{L-\sum_{i} \frac{\partial \mathscr{R}}{\partial \dot{q}_{i}} \dot{q}_{i}}]=0
\end{aligned}
$$

(4)

$$
\begin{aligned}
& E=m c^{2} \sqrt{1-\left(\frac{u}{c}\right)^{2}}+\frac{m}{\sqrt{1-\left(\frac{u}{c}\right)^{2}}}(\underbrace{v_{x}^{2}+v_{y}^{2}+v_{2}^{2}}_{v^{2}}) \\
&=\frac{m c^{2}\left(1-(v / c)^{2}\right)+m v^{2}}{\sqrt{1-(v / c)^{2}}} \\
& E=\frac{m c^{2}}{\sqrt{1-(v / c)^{2}}}>0 \\
& \frac{d t}{d r}=\frac{1}{\sqrt{1-(v / c)^{2}}} \quad \underbrace{m c^{2}}+\frac{1}{2} m v^{2}+\cdots \\
& \vec{p}=\frac{m \vec{v}}{\sqrt{1-\left(\frac{u}{c}\right)^{2}}}=m \frac{d t}{d \tau} \frac{d \vec{r}}{d t}
\end{aligned}
$$

(5)

$$
\begin{aligned}
& E=m c^{2} \frac{d t}{d \tau} \\
& =m c \frac{d(c t)}{d \tau} \\
& \left(\frac{E}{c}, \vec{p}\right)=m \underbrace{\frac{d}{d t}(c t, \vec{r})}_{4 \text {-vector by conotraction s proper valocity }} \\
& \eta^{\alpha}=\frac{d x^{\alpha}}{d z}, \quad \rho^{\alpha}=m \eta^{\alpha} \text { \& momenergy }
\end{aligned}
$$

$$
\begin{aligned}
& =-c^{2}\left(\frac{d t}{d \tau}\right)^{2}+\left(\frac{d t}{d \tau}\right)^{2} v^{2}
\end{aligned}
$$

(6)

$$
\begin{aligned}
& \eta_{\alpha} \eta^{\alpha}=\frac{v^{2}-c^{2}}{1-\left(\frac{v}{c}\right)^{2}} \\
& \eta_{\alpha} \eta^{\alpha}=-c^{2} \\
& p_{\alpha} p^{\alpha}=-m^{2} c^{2}
\end{aligned}
$$

Drop tensor notation.

$$
\begin{aligned}
& -\left(\frac{E}{c}\right)^{2}+p^{2}=-m^{2} c^{2} \\
& E^{2}=c^{2} p^{2}+m^{2} c^{4} \\
& E=\sqrt{(c p)^{2}+\left(m c^{2}\right)^{2}}
\end{aligned}
$$

F. 6 Video pages for the Lorentz force law from an invariant action
(1)

$$
\begin{aligned}
& \underbrace{\text { invariant action }}_{\text {The Lorentz force aw from an }} \\
& \int A_{\alpha} d x^{\alpha} \\
& S=\underbrace{-m c^{2} \int d \tau}_{\text {frepparticle }}+q \int A_{\alpha} d x^{\alpha} \\
& \frac{d \tau}{d t}=\sqrt{1-\left(\frac{v}{c}\right)^{2}}, \quad S=\{\mathscr{L} d \underline{E}\} \\
& \Rightarrow \mathscr{L}=-m c^{2} \sqrt{1-(v / c)^{2}}
\end{aligned}
$$

(2)

$$
\begin{aligned}
& A^{\alpha}=\left(A^{\circ}, \vec{A}\right) \\
& \int A_{\alpha} \alpha x^{\alpha}=-\int A^{0} c d t+\underbrace{\int \vec{A} \cdot d \vec{r}}_{\int \vec{A} \cdot \vec{V} d t} \\
& \mathscr{L}=-m c^{2} \sqrt{1-(v / c)^{2}}-q c A^{0}+q \vec{A} \cdot \vec{v} \quad \leftarrow
\end{aligned}
$$

(3)

$$
\begin{aligned}
& \frac{d}{d t}(\underbrace{\frac{\partial \mathscr{R}}{\partial q_{i}}})=\frac{\partial R}{\partial q_{i}}+ \\
& \frac{d}{d t}(\underbrace{\underbrace{\sqrt{1-(v / c)^{2}}}_{\vec{v}}}_{\vec{P}}+q \vec{A})=-q c \nabla A^{0}+q \nabla(\vec{A} \cdot \vec{v}) \\
& \frac{d \vec{p}}{d t}=-\alpha \frac{d \vec{A}}{d t}-q c \nabla A^{0}+q \nabla(\vec{A} \cdot \vec{v})
\end{aligned}
$$

For arb. $\vec{a}$ and $\vec{b}$, we have:

$$
\begin{aligned}
& \nabla(\vec{a} \cdot \vec{b})=\vec{a} \times(\nabla \times \vec{b})+\vec{b} \times(\nabla \times \vec{a})+(\vec{a} \cdot \nabla) \vec{b}+(\vec{b} \cdot \nabla) \vec{a} \\
& \nabla(\vec{A} \cdot \vec{v})=\vec{v} \times(\nabla \times \vec{a})+(\vec{v} \cdot \nabla) \vec{a}
\end{aligned}
$$

(4)

$$
\begin{aligned}
& \frac{d \vec{p}}{d t}=-q \frac{d \vec{A}}{d t}-q c \nabla A^{0}+q \vec{V} \times(\nabla \times \vec{A}) \\
& +\underbrace{q(\vec{V}-\nabla) \vec{A}} \\
& \text { convedive } \\
& \frac{d A}{d t}=\frac{\partial \vec{A}}{\partial t}+\underbrace{(\vec{v}-\nabla) \vec{A}} \\
& \frac{d \vec{P}}{d t}=-q \frac{\partial \vec{A}}{\partial t}-q c \nabla A^{0}+q \vec{V} \times(\nabla \times \vec{A}) \\
& =q[\underbrace{\left(-c \nabla A^{0}-\frac{\partial \vec{A}}{\partial t}\right)}_{\overrightarrow{\vec{E}} \text { (?) }}+\vec{V} \times \underbrace{(\nabla \times \vec{A})}_{\vec{B}(?)}] \\
& \frac{d}{d t}\left[\frac{m \vec{v}}{\sqrt{1-(v / c)^{2}}}\right]=q[\vec{E}+\vec{v} \times \vec{B}] \\
& \text { Buchorar's exp. }
\end{aligned}
$$

F. 7 Video pages for the transformation of electric and magnetic fields between inertial frames
(1)

Transformations of the $\vec{E}$ and $\vec{B}$ fields between inertial frames

$$
\begin{aligned}
& F_{y w}=\partial_{y} A_{w r}-\partial_{w} A_{y} \\
& F_{01}=-E_{x} / c, F_{02}=-E_{y} / c, F_{03}=-E_{z} / c \\
& \text { index compmerts }=\frac{4 \times 4-4}{2}=6 \\
& \begin{aligned}
F_{12} & =\partial_{1} \partial A_{z}-\partial_{2} A_{1} \quad F_{23}=B_{x}, F_{31}=B_{y} \\
& =\frac{\partial A_{y}}{\partial x}-\frac{\partial A_{x}}{\partial y} \\
& =\hat{z} \cdot(\nabla \times \vec{A}) \\
& =B_{z}
\end{aligned}
\end{aligned}
$$

(2)

$$
\begin{aligned}
& F_{\text {yav }} \equiv\left\{\begin{array}{cccc}
v \\
0 & -E_{x} / c & -E_{y} / c & -E_{z} / c \\
E_{x} / c & 0 & B_{z} & -B_{y} \\
E_{y} / c & -B_{z} & 0 & B_{x} \\
E_{z} / c & B_{y} & -B_{x} & 0
\end{array}\right\} \\
& F^{N N} \equiv\left\{\begin{array}{cccc}
0 & E_{x / c} & E_{y} / c & E_{z} / c \\
-E_{x} / c & 0 & B_{z} & -B_{y} \\
-E_{y} / c & -B_{z} & 0 & B_{x} \\
-E_{z} / c & B_{y} & -B_{x} & 0
\end{array}\right\}
\end{aligned}
$$

(3)

$$
\begin{aligned}
& \tilde{F} \mu \beta=\Lambda_{\alpha}^{\mu} \Lambda_{\alpha}^{B} F^{\alpha x} \\
& \Lambda=\left[\begin{array}{ccc}
c \theta & -s \theta & 0 \\
-s \theta & c \theta & \\
& 0 & 1 \\
& & 1
\end{array}\right] \\
& \tilde{E}_{x}=c \tilde{F}_{01} \\
& =c \Lambda_{\alpha}^{0} \Lambda_{1}^{1} F^{\alpha k}=c \Lambda_{\alpha}^{0}\left(\mathcal{L}_{0}^{1} F_{0}^{\alpha 0}+\Lambda_{0}^{1} F^{\alpha 1}+\lambda_{2}^{1} F^{\alpha 2}+\mu_{3}^{0} F_{1}^{\alpha 3}\right) \\
& =C \Lambda_{0}^{0} R_{0}^{1} F^{0} 00+C \Lambda_{1}^{0} \mu_{0}^{1} F^{10}+C \mu_{0}^{2} \pi_{0}^{1} F^{20}+c \mu_{3}^{0} \pi^{2} F^{30}
\end{aligned}
$$

$$
\begin{aligned}
& \left.=c(-\sinh \theta)(-\sinh \theta) F^{10}+c(\cosh \theta) \cosh \theta\right)\left(-F^{10}\right)
\end{aligned}
$$

(4)

$$
\begin{aligned}
& \tilde{E}_{x}=c F^{10} \underbrace{\left(\sinh ^{2} \theta-\cosh ^{2} \theta\right.}_{-1}) \\
& =c\left(-E_{x} / c\right)(-1) \\
& =E_{x} \\
& \tilde{B}_{x}=B_{x} \\
& \tilde{E}_{y}=c \hat{F}_{0}^{02} \\
& =c \Lambda_{\alpha}^{0} \Lambda_{x}^{2} F^{\alpha x} \\
& =c \Lambda_{\alpha}^{0}\left(\mu_{0}^{2 /} F^{\alpha 0}+\gamma_{1}^{2 /} F^{\alpha 1}+\Lambda_{2}^{2} F^{\alpha 2}+\mu^{2 /} F^{\alpha 3}\right) \\
& =c \Lambda_{\alpha}^{0} F^{\alpha z} \\
& =c \Lambda_{0}^{0} F^{02}+c \Lambda_{1}^{0} F^{12}+c \Lambda^{0} F^{22}+c \mu_{3}^{\sigma} F^{22} \\
& =c \cosh \theta E_{y} / c+c(-\sinh \theta) B_{z} \\
& =\cosh \theta E_{y}-\sinh \theta c B_{z}
\end{aligned}
$$

(5)

$$
\begin{aligned}
& \tilde{E}_{z}=\cosh \theta E_{z}+\sinh \theta c B_{y} \\
& \tilde{B}_{y}=\cosh \theta B_{y}+\sinh \theta E_{z / c} \\
& \hat{B}_{z}=\cosh \theta B_{z}-\sinh \theta E_{y} / z \\
& \vec{E}=\underbrace{(\hat{v} \cdot \vec{E}) \hat{v}}_{\vec{E}_{11}}+(\underbrace{(\vec{E}-(\hat{V} \cdot E) \hat{v})}_{\vec{E}_{1}} \\
& \vec{B}=\vec{B}_{11}+\vec{B}_{1} \\
& \widetilde{\vec{E}}_{1}=\hat{y}\left(\cosh \hat{E_{y}}-\sinh \theta c B_{z}\right)+\hat{z}\left(\cosh \theta E_{z}+\sinh \theta c B_{y}\right) \\
&=\cosh \theta\left(\hat{z} E_{z}+\hat{y} E_{y}\right)+\sinh \theta c\left(\hat{z} B_{y}-\hat{y} B_{z}\right) \\
&\left.=\cosh \theta\left(\hat{z} E_{z}+\hat{y} E_{y}\right)+\sinh \theta c(\hat{z}(\vec{B} \cdot \hat{y})-\hat{y} C \vec{B} \cdot \hat{z})\right) \\
& \text { recall identity } \vec{a} \times(\vec{b} \times \vec{c})=\hat{b}(\vec{a} \cdot \vec{c})-\vec{c}(\vec{a} \cdot \vec{b})
\end{aligned}
$$

©

$$
\begin{aligned}
& \stackrel{\rightharpoonup}{E}_{1}=\cosh \theta \vec{E}_{1}+\sinh \theta \hat{x} \times c \vec{B} \\
& \sqrt{\underset{E}{N}}=\cosh \theta\left(\vec{E}_{1}+\underset{E_{1}}{\underline{x} \times C \vec{B}}\right)
\end{aligned}
$$

$\square$
F. 8 Video pages for fields due to a uniformly moving point charge
(1)



Frame 1
$t, x, y, z$

$$
V_{21}=\stackrel{\hat{x}}{\hat{x}} V_{21, x}=c \frac{1}{\beta}, \beta=\frac{V_{21} x}{c}
$$

(2)

In frame 1 (charge stationary)

$$
\begin{aligned}
& \vec{B}=0 \\
& \vec{E}=\frac{q}{4 \pi \epsilon_{0}} \frac{\hat{r}}{r^{2}} \\
&=\frac{q}{4 \pi \epsilon_{0}} \frac{(x \hat{x}+y \hat{y}+z \hat{z})}{r^{3}} \\
& r^{3}=\left(x^{2}+y^{2}+z^{2}\right)^{3 / 2}
\end{aligned}
$$

Apply field transformation rules to obtain $\overrightarrow{\vec{E}}, \overrightarrow{\vec{B}}$ (the fields observed in frame 2)
(3)

$$
\begin{align*}
\overline{\vec{E}}_{11} & =\stackrel{\rightharpoonup}{E}_{11} \\
& =\frac{q}{4 \pi e_{0}} \frac{x}{r^{3}} \hat{x} \tag{*}
\end{align*}
$$

Use coordinates in Erame 2.

$$
\begin{aligned}
& x=\mu(\bar{x}+\beta c \bar{t}) \quad \int^{A} \overrightarrow{\vec{E}}_{11}=\frac{q}{4 \pi \in 0} \frac{\mu(\bar{x}+\beta c \bar{E}) \hat{x}}{\left[(\gamma(\bar{x}+\beta \bar{E}))^{2}+\bar{x}^{2}+\bar{z}^{2}\right]^{3 / 2}} \\
& c t=\sim(c \bar{t}+\beta \bar{x}) \\
& y=\bar{y} \\
& z=\frac{1}{2} \\
& \text { Now consider trancuerse components. } \\
& \begin{array}{r}
\overrightarrow{\vec{E}}_{\perp}=y\left(\vec{E}_{1}+\vec{\beta} \times \vec{B}_{C}\right) \\
=0
\end{array} \\
& =\frac{q}{4 \pi \in 0} \frac{z(y \hat{y}+z \hat{z})}{r^{3}}
\end{aligned}
$$

(4)

$$
\begin{aligned}
\overrightarrow{\vec{E}}_{\perp} & =\frac{q}{4 \pi \epsilon_{0}} \frac{\gamma(\bar{y} \hat{y}+\bar{z} \hat{z})}{\ldots} \\
\overrightarrow{\vec{E}} & =\overrightarrow{\vec{E}}_{11}+\overrightarrow{\vec{E}}_{\perp} \\
& \left.=\frac{q}{4 \pi \epsilon_{0}} \geqslant \frac{[(\bar{x}+\hat{\beta} \bar{t}) \hat{x}+\bar{y} \hat{y}+\bar{z} \hat{z}]^{\alpha}}{\left[(x(\bar{x}+\beta c \bar{t}))^{2}+\bar{y}^{2}+\bar{z}^{2}\right.}\right]^{3 / 2}
\end{aligned}
$$

Frame 2


$$
\begin{aligned}
& \vec{R}:=(\bar{x}+f c \bar{x}) \hat{x}+\bar{y} \hat{y}+\bar{z} \hat{z} \\
& \hat{x} \cdot \vec{R}=R \cos \psi \\
& \frac{y^{2}+z^{2}}{R^{2}}=\sin ^{2} \psi
\end{aligned}
$$

(5)

$$
\begin{aligned}
& \overline{\vec{E}}=\frac{q}{4 \pi \epsilon_{0}} \quad x \frac{\vec{R}}{\left[(\mu R \cos \psi)^{2}+R^{2} \sin ^{2} \psi\right]^{3 / 2}} \\
& =\frac{q}{4 \pi \epsilon 0} \geqslant \frac{\hat{R}}{R^{2}} \frac{1}{\left[(\underline{y} \cos \psi)^{2}+\sin ^{2}-i\right]^{3 / 2}} \\
& y^{2} \cos ^{2} \psi+\sin ^{2} \psi=\mu^{2}\left(1-\sin ^{2} \psi\right)+\sin ^{2} \psi \\
& =y^{2}+\left(1-y^{2}\right) \sin ^{2}+ \\
& =\cosh ^{2} \theta\left(1+-\frac{\sinh ^{2} \theta}{\cosh ^{2} \theta} \sin ^{2} \psi\right) \\
& =\gamma^{2}\left(1-\beta^{2} \sin ^{2} \psi\right) \\
& \overline{\vec{E}}=\frac{q}{4 \pi \epsilon_{0}} \frac{\hat{R}}{R^{2}} \frac{y}{y^{3}} \frac{1}{\left[1-\beta^{2} \sin ^{2} \psi\right]^{3 / 2}} \\
& \gamma^{2}=\frac{1}{1-\beta^{2}}
\end{aligned}
$$

(6)

$$
\overline{\vec{E}}=\frac{q}{4 \pi \epsilon_{0}} \frac{\hat{R}}{R^{2}} \frac{\left(1-\beta^{2}\right)}{\left(1-\beta^{2} \sin ^{2} \alpha\right)^{3 / 2}}
$$

$\square$
If $4=\pi / 2\left(90^{\circ}\right)>\vec{E}$ Sicald is 4 footor hegher thon ia electrostatices.

Consider $\vec{B}$ Gield.

$$
\overline{\vec{B}}_{11}=\vec{B}_{11} \quad, \quad \overline{\vec{B}}_{1}=y\left[\vec{B}_{1}-\vec{\beta} \times \frac{\vec{E}}{c}\right]
$$


(7)

$$
\begin{aligned}
& \stackrel{\rightharpoonup}{B_{1}}=-\vec{\beta} \times \frac{\vec{E}}{c} \text { gnalready detarmined. } \\
& (\vec{V} \times \vec{E}) \cdot \vec{V}=0 \\
& \overrightarrow{\vec{B}}=-\vec{\beta} \times \frac{\vec{E}}{C} \\
& \text { frome moteon }>2 \text { urrt I } \\
& \underbrace{\stackrel{\rightharpoonup}{\vec{B}}=\underbrace{\Delta} \times \frac{\vec{\rightharpoonup}}{c}}_{\text {valocity of partide in frame } 2}
\end{aligned}
$$

F. 9 Video pages for Maxwell's equations in a manifestly covariant form
(1)

Maxwell's equations in a manifestly covariant
( $\rho a, \vec{J}$ ) is a four vector
rat frame of a marring charge density $\rho_{0}, \vec{J}_{0}=0$
in any other inertial reference frame $\rho=\frac{\rho 0}{\sqrt{1-(v / c)^{2}}}$

$$
\vec{J}=\frac{\vec{v} p_{0}}{\sqrt{1-(v / c)^{2}}}
$$

$$
\begin{aligned}
(p c, \vec{\rightharpoonup}) & =\left(\frac{P_{0} c \frac{1}{\sqrt{1-(v / c)^{2}}}>\vec{v} p_{0}}{\sqrt{1-(v / c)^{2}}}\right) \\
& =P\left(\frac{1}{\sqrt{1+v / c)^{2}}(c, \vec{v})} \leftarrow\right. \text { Sour-velocity }
\end{aligned}
$$

(2)

$$
\begin{aligned}
& \left\{\begin{array}{l}
\nabla \cdot \vec{E}=p / \epsilon_{0} \zeta, \nabla \vec{\nabla}, \vec{E}+\frac{\vec{G}}{\partial t}, \vec{\nabla} \cdot \vec{e} \in 0 \\
\left.\nabla \times \vec{B}=\mu_{0} \overrightarrow{\vec{T}}+\mu_{0} \epsilon_{0} \frac{\partial \vec{E}}{\partial t}\right\}
\end{array}\right. \\
& \frac{\vec{B}=\nabla \times \vec{A}}{\|} \\
& \nabla \cdot \vec{B}=0 \\
& \nabla \times \vec{E}=-\frac{\partial}{\partial t} \nabla \vec{A} \\
& \vec{E}=-\nabla \varphi-\frac{\partial \vec{A}}{\partial t} \\
& \nabla \times \vec{E}=-\nabla \times\left(\frac{\partial \vec{A}}{\partial t}\right) \\
& \nabla \times\left(\vec{E}+\frac{\partial \vec{A}}{\partial t}\right)=0
\end{aligned}
$$

(3)

$$
\begin{aligned}
& \nabla \cdot \vec{E}=\rho / \epsilon_{0} \quad \nabla \cdot \vec{A}=-\frac{1}{c^{2}} \frac{\partial P}{\partial t} \\
& \nabla \cdot\left(-\nabla \varphi-\frac{\partial \vec{A}}{\partial t}\right)=p / \epsilon_{0} \\
& \nabla \cdot \vec{A}=0 \\
& -\nabla^{2} \varphi-\frac{\partial}{\partial t_{x}}(\nabla \cdot \vec{A})=p / \epsilon_{0} \\
& \nabla \times \vec{B}=\mu_{0} \vec{J}+\mu_{0} \epsilon_{0} \frac{\partial \vec{E}}{\partial t} \\
& -\nabla^{2} \vec{A}=\mu_{0} \vec{J} \\
& \nabla^{2} \varphi=-P / \epsilon_{\sigma} \\
& \nabla \times(\nabla \times \vec{A})=\mu \vec{J}+\frac{1}{c^{2}} \frac{\partial}{\partial t}\left(-\nabla \varphi-\frac{\partial \vec{A}}{\partial t}\right) \\
& \nabla(\nabla \cdot \vec{A})-\nabla^{2} \vec{A}=\mu_{0} \vec{J}-\frac{1}{c^{2}} \nabla \frac{\partial p}{\partial t}-\frac{1}{c^{2}} \frac{\partial^{2} \vec{A}}{\partial t^{2}} \\
& {[\underbrace{\nabla(\nabla \cdot \vec{A})-\nabla^{2} \vec{A}+\frac{1}{c^{2}} \nabla \frac{\partial p}{\partial t}+\frac{1}{c^{2}} \frac{\partial^{2} \vec{A}}{\partial t^{2}}}_{e}=\underbrace{\mu J}_{*}] * *}
\end{aligned}
$$

(4)

Cowomb gange $=\nabla \cdot \vec{A}=0 \quad \leftarrow$
(vary uobial in magnatartatics)

$$
\begin{aligned}
& \vec{A} \rightarrow \vec{A}+\nabla g^{2} \text { sedar fundion } \\
& \vec{E}=-\nabla \phi-\frac{\partial \vec{A}}{\partial t} \rightarrow \vec{E}=-\nabla\left(\phi-\frac{\partial}{\partial t} g\right)-\frac{\partial}{\partial t}(\vec{A}+\nabla g) \\
& =-\nabla \varphi-\frac{\partial \vec{A}}{\partial t} \\
& \left.\phi \rightarrow \phi-\frac{\partial g}{\partial t}\right\} \\
& \nabla \cdot \vec{A}=f \\
& \nabla \cdot(\underset{\vec{a}+\nabla g}{ })=t \\
& \nabla^{2} g=t-f
\end{aligned}
$$

we can solue this for the g that givas
(5)
$\underline{\text { Loranz Gange }}: \quad \underbrace{\nabla \cdot \vec{A}=-\frac{1}{c^{2}} \frac{\partial p}{\partial t}}$

* $\quad-\nabla^{2} p+\frac{1}{c^{2}} \frac{\partial^{2} \phi}{\partial t^{2}}=\rho / \sigma_{\theta}$
* $-\nabla^{2} \vec{A}+\frac{1}{c^{2}} \frac{\partial^{2} \vec{A}}{\partial t^{2}}=\mu_{0} \vec{\rightharpoonup} \quad \longrightarrow-\nabla^{2} \Phi / c+\frac{1}{c^{2}} \frac{\partial^{2}(P / c)}{\partial t^{2}}=\frac{\rho}{c c_{0}}$ $\left.A^{\alpha} \equiv(\varphi / c, \vec{A}) \quad J^{\beta}=(p c, \vec{J}) \quad c^{2}=\frac{1}{\mu_{0} \epsilon_{0}} \quad \frac{1}{c_{0}}=\mu_{0} c^{2}\right)=\mu_{0} p c$ $-\partial_{\alpha} \partial^{\alpha} A^{\beta}=\mu_{0} J^{\beta} \quad!!!\quad$ Maxwell's equations!!!

$$
\left(\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}-\frac{\partial^{2}}{\partial z^{2}}-\frac{\partial^{2}}{\partial y^{2}}-\frac{\partial^{2}}{\partial z^{2}}\right) \begin{aligned}
& \Phi / c \\
& A_{x} \\
& A_{y} \\
& A_{z}
\end{aligned}=\frac{\rho c}{J_{x}}
$$

F. 10 Video pages for Poynting's theorem
(1)

Poynting's Theorem

$$
\frac{d}{d t}\left(\frac{m c^{2}}{\sqrt{1-(v / c)^{2}}}\right)=\frac{q \vec{V} \cdot \vec{E}}{\bar{E}}
$$

$$
\begin{aligned}
& \frac{T}{T} \frac{1}{\frac{1}{2} \frac{I N}{1 / 2}} \quad Q=v c \\
& \alpha \omega=V^{\prime} \alpha Q \\
& w=\int_{0}^{v} v^{\prime} c d v^{\prime} \\
& =\frac{1}{2} c v^{2} \quad(x)
\end{aligned}
$$

(2)

$$
\omega=\frac{1}{2} \epsilon_{0} E_{2}^{2} \underbrace{A_{\alpha}}
$$

Suggasts that


Similar argement using infiniter solenoid

$$
P_{B}^{?}=\frac{B^{2}}{2 \mu_{0}}
$$

(3)

$$
\begin{aligned}
& \underset{\gamma}{p}=q \vec{V} \cdot \vec{E} \\
& \text { going ineto } \\
& \text { the particle's } \\
& \text { eneryy }
\end{aligned}
$$

$$
\begin{aligned}
& \begin{aligned}
\nabla \times \vec{B} & =\mu_{0} \vec{I}+\mu_{0} \epsilon_{0} \frac{\partial \vec{E}}{\partial t} \\
P & =\int d \tau\left[\frac{\nabla \times \vec{B}}{\mu_{0}}-\epsilon_{0} \frac{\partial \vec{E}}{\partial t}\right] \cdot \vec{E}
\end{aligned} \\
& =\int d z[\frac{1}{\mu_{0}}(\underbrace{\nabla \times \overrightarrow{2}) \cdot \vec{E}}-\epsilon_{0} \frac{\partial \vec{E}}{\partial t} \cdot \vec{E}]
\end{aligned}
$$

(4)

$$
\begin{aligned}
& \nabla \cdot(\vec{v} \times \vec{w})=\vec{\omega} \cdot(\nabla \times \vec{v})-\vec{v} \cdot(\nabla \times \vec{w}) \\
& -\nabla \cdot(\vec{E} \times \vec{B})=\vec{E} \cdot(\nabla \times \vec{B})-\vec{B} \cdot(\nabla \times \vec{E}) \\
& P=\int d \tau\left[\begin{array}{l}
\frac{1}{\mu_{0}}\{\nabla \cdot(\vec{E} \times \vec{B})+\vec{B} \cdot(\underbrace{\nabla \times \vec{E}}_{-\frac{\partial \vec{B}}{\partial t}})\} \\
\left.-\epsilon_{0} \frac{\partial \vec{E}}{\partial t} \cdot \vec{E}\right]
\end{array}\right. \\
& \text { 个 } \\
& P=\int d \tau\left[\frac{1}{\mu_{0}} \nabla \cdot(\vec{E} \times \vec{B})-\frac{1}{\partial \mu_{0}} \frac{\partial}{\partial t} B^{2}-\frac{1}{2} \epsilon_{0} \frac{\partial}{\partial t} E^{2}\right] \\
& P=\underbrace{\int d r \frac{1}{\mu_{0}} \nabla \cdot\left(\vec{E}_{\times} \vec{B}\right)}-\frac{d}{d t} \int d z\left(\frac{B^{2}}{2 \mu_{0}}+\frac{\epsilon_{0} E^{2}}{2}\right)
\end{aligned}
$$

(5)

$$
\begin{aligned}
& P=-\oint \underset{\frac{1}{\mu_{0}}(\vec{E} \times \vec{B}) \cdot d \vec{a}}{ }=: \vec{S}, \text { Poynting. } \\
& -\frac{d}{d t} \int d r\left[\frac{B^{2}}{\partial_{\mu}}+\frac{\epsilon-}{2} E^{2}\right] \\
& =: U_{\text {an }} \& \text { electromagnatec } \\
& \text { enargy oeasity }
\end{aligned}
$$

(6)

Example of Pouting vector usage


$$
P=-\oint \frac{1}{\mu_{0}}(\vec{E} \times \vec{B}) \cdot \alpha \vec{a}
$$

take surface as surface of resistor

What are $\vec{E}$ and $\vec{B}$ : Ampere's lower

$$
\underset{\Delta}{2 \pi}=B_{\phi}=\mu_{0} I
$$

Gaurs low

$$
\begin{aligned}
& \vec{B}=\hat{\phi} \frac{\mu_{0} I}{2 \pi s} \\
& \vec{E}=V / e^{2}
\end{aligned}
$$


(7)

$$
\begin{aligned}
\frac{1}{\mu_{0}} \vec{E} \times \vec{B} & =\frac{v}{e} \hat{z} \times \hat{\Delta} \frac{\mu_{0} I}{2 \pi s} \\
& =\frac{v}{e}(-\hat{s}) \frac{\mu_{0} I}{2 \pi s}
\end{aligned}
$$

$\square$

End caps mater no contribution g since r $\hat{s} \cdot \hat{n}=0$ on and caps

$$
\begin{aligned}
&-\sum \frac{1}{\mu_{0}} \vec{E} \times \vec{B} \cdot d \vec{a}=\frac{V+0 I}{2 H I 5} \frac{2 \pi S}{20} \\
& P=V I \\
& P I I^{2}
\end{aligned}
$$

F. 11 Video pages for momentum conservation and Maxwell's stress tencor
(1)

Momentum conservation and Maxwell's stress tensor

$$
\begin{aligned}
& \vec{p}=\sum_{i} \vec{p}_{i} \\
& \frac{d \vec{P}}{d t}=\sum_{i} \dot{\vec{p}}_{i} \\
& =\sum_{i} \vec{F}_{i} \\
& =\sum_{i \neq j} \vec{F}_{i j} \sim \quad \begin{array}{c}
\text { force on particle } \\
i
\end{array} \\
& \text { If } \left.\begin{array}{rl}
\frac{d \vec{p}}{d t} & =\vec{F}_{i j}=-\vec{F}_{j i}
\end{array} \quad \text { (Namton's } 3^{\text {rd }} \text { lave }\right)
\end{aligned}
$$

(2)


The Lorentz force does not obey Newton's 3 rd 2. $3^{\text {rd }}$ Problem with momention conservation (7).

Fields can store momentum !!!
(3)

$$
\frac{d \vec{P}}{d t}=\underbrace{q(\vec{E}+\vec{V} \times \vec{B})}_{\alpha \approx \rho}
$$

genaralize to: $\frac{d \vec{p}}{d t}=\int d r[\rho \vec{E}+\vec{J} \times \vec{B}]$
(*)

Similor to Poynting's theorem deriuation, write $\rho$ ard $\stackrel{\rightharpoonup}{J}$ in terms of fields.

$$
\begin{aligned}
& \nabla \cdot \vec{E}=\rho / \epsilon_{0} * \Rightarrow \rho=\epsilon_{0} \nabla \cdot \vec{E} \\
& \nabla \times \vec{B}=\mu_{0} \vec{J}+\mu_{0} \epsilon_{0} \frac{\partial \vec{E}}{\partial t}+\Rightarrow \vec{J}=\frac{1}{\mu_{0}} \nabla \times \vec{B}-\epsilon_{0} \frac{\partial \vec{E}}{\partial t}
\end{aligned}
$$

Substitate into (*):

$$
\frac{d p}{d t}=\int d z[\epsilon_{\left.\mu_{0}(\nabla \cdot \vec{E}) \vec{B}\right) \vec{E}}^{[\epsilon_{\mu_{0}}+(\frac{1}{\mu_{0}} \nabla \times \vec{B}-\epsilon_{0} \underbrace{\left.\frac{\partial \vec{E}}{\partial t}\right) \times \vec{B}}]}
$$

(4)

$$
\begin{aligned}
& \frac{\partial}{\partial t}(\vec{E} \times \vec{B})=\underbrace{\frac{\partial \vec{E}}{\partial t} \times \vec{B}}+\vec{E} \times \frac{\partial \vec{E}}{\partial t} \\
& \vec{E} \times(-\nabla \times \vec{E}) \\
& \frac{d \vec{p}}{d t}=\int d z\left[\epsilon_{0}(\nabla-\vec{E}) \vec{E}-\epsilon_{0} \vec{E} \times(\nabla \times \vec{E})\right. \\
& \left.+\frac{1}{\mu_{0}}(\nabla \times \vec{B}) \times \vec{B}+\frac{1}{\mu_{0}}(\nabla \cdot \vec{B}) \vec{B}\right) \\
& \left.-\epsilon_{0} \frac{\partial}{\partial t}(\vec{E} \times \vec{B})\right] \\
& \vec{v} \times(\nabla \times \vec{v})=\frac{1}{2} \nabla\left(v^{2}\right)-(\vec{v} \cdot \nabla) \vec{v} \quad * \\
& \nabla(\vec{A} \cdot \vec{B})=\vec{A} \times(\nabla \times \vec{B})+\vec{B} \times(\nabla \times \vec{A})+(\vec{A} \cdot \nabla) \vec{B}+(\vec{B} \cdot \nabla) \vec{A} \\
& \text { genaric } \\
& \nabla\left(v^{2}\right)=\underbrace{2 \vec{v} \times(\nabla \times \vec{v})}+2(\vec{v} \cdot \nabla) \vec{v}
\end{aligned}
$$

(5)

$$
(\nabla \cdot \vec{v}) \vec{v}+(\vec{v} \cdot \nabla) \vec{v}-\frac{1}{2} \nabla v^{2}
$$

Can we usa the diuargance theorem?
Try to look at each component individually-

$$
\begin{aligned}
& \hat{x} \cdot\left[(\nabla \cdot \vec{v}) \vec{v}+(\vec{v} \cdot \nabla) \vec{v}-\frac{1}{2} \nabla v^{2}\right] \\
&=(\nabla \cdot \vec{v}) v_{x}+(\vec{v} \cdot \nabla) v_{x}-\frac{1}{2} \hat{x} \cdot \nabla v^{2} \\
&=(\nabla \cdot \vec{v}) v_{x}+\vec{v} \cdot\left(\nabla v_{x}\right) " \overrightarrow{1} \\
& \nabla \cdot(f \vec{A})=f \nabla \cdot \vec{A}+\underbrace{\nabla \cdot \vec{A} \quad \text { on general identity }} \\
&=\nabla \cdot\left(v_{x} \vec{v}\right)-\frac{1}{2} \nabla \cdot\left(\hat{x} v^{2}\right) \quad \text { suitable for div theorem } \\
&=\nabla \cdot\left(v_{x} \vec{v}-\frac{1}{2} v^{2} \hat{x}\right) \quad \text { Sadr } \nabla \cdot \vec{A}=G \vec{A} \cdot d \vec{a}
\end{aligned}
$$

(6)

$$
\begin{aligned}
\hat{x} \cdot \frac{d \vec{p}}{d t}= & \epsilon_{0} \oint\left(E_{x} \vec{E}-\frac{1}{2} E^{2} \hat{x}\right) \cdot d \vec{a} \\
& +\frac{1}{\mu_{0}} \oint\left(B_{x} \vec{B}-\frac{1}{2} B^{2} \hat{x}\right) \cdot d \vec{a} \\
& -\int d r \hat{x} \cdot \epsilon_{0} \frac{\partial}{\partial t}\left(\vec{E}_{x} \vec{B}\right) \\
\frac{d \vec{p}}{d t}= & \underbrace{\hat{x}_{i} \oint T_{i j} d a_{j}}_{\text {where }}-\int d r \epsilon_{0} \frac{\partial}{\partial t}(\vec{E} \times \vec{B})
\end{aligned}
$$

Maxwell:
Strait tancor
F. 12 Video pages for wave equations
(1)

Wave equations

Maxwell's equations with no sources:

$$
\begin{array}{lll}
\nabla \cdot \vec{E}=0 & \text { (1) } & \nabla \times \vec{E}=-\frac{\partial \vec{R}}{\partial t} \text { (a) } \\
\nabla \cdot \vec{B}=0 & \text { (3) } & \nabla \times \vec{B}=\mu_{0} \epsilon_{0} \frac{\partial \vec{E}}{\partial t}
\end{array} \text { (4) }
$$

Tate $\nabla x$ of both sides of $E_{\text {g. ( }}$ (2) :

$$
\begin{aligned}
& \nabla \times(\nabla \times \vec{E})=\nabla \times\left(-\frac{\partial \vec{B}}{\partial t}\right) \\
& \nabla(\nabla \cdot \vec{E})-\nabla^{2} \vec{E}=-\frac{\partial}{\partial t} \nabla \times \vec{B} \\
& =0
\end{aligned}
$$

(2)

Use Eg. (4) on RHS: $\nabla \times \vec{B}$

$$
-\nabla^{2} \vec{E}=-\frac{\partial}{\partial t}\left(\mu_{0} \epsilon_{0} \frac{\partial \vec{E}}{\partial t}\right)
$$

these are wave equations
By similes argument: $\quad \nabla^{2} \vec{B}=\mu_{0} t_{0} \frac{\partial^{2} \vec{B}}{\partial t^{2}}$
A more familiar context : a strirgundar tension.

two Forces on segment don't cancel if there is curvature, so segment will accelerate.
(3)

Some approximations:
(1) tension is content $T$
(2) string remains close to parallel

* with horizontalasis
(3) Segments just move in $y$-direction
(4) no friction, no stiffness

vertical farce on segment

$$
\begin{aligned}
F_{y} & =T \sin \alpha_{1}-T \sin \alpha_{2} \\
& =T\left(\frac{\partial y_{2}}{\partial x}-\frac{\partial y_{1}}{\partial x}\right)
\end{aligned}
$$

Newton's $2^{\text {nd }} \ell$

$$
x^{m} \frac{\partial^{2} y}{\partial t^{2}}=T\left(\frac{\partial y_{2}}{\partial x}-\frac{\partial y_{1}}{\partial x}\right)
$$

(4)

wave : "a wace is a disturbance of a continaver madien that propagorters with a fired shape at a constant velocity" GITE 4

Consider any twice differentiable function if a single variable: $f(\phi)$
\& $x-u t$
$t$ constant
(5)


$$
\begin{aligned}
& \frac{\partial y}{\partial t}=\frac{\partial f}{\partial \phi} \frac{\partial \phi}{\partial t} \quad \text { chain rule } \\
& =\frac{\partial f}{\partial \phi}(-v) \\
& \left.\begin{array}{l}
\frac{\partial^{2} y}{\partial t^{2}}=\frac{\partial^{2} f}{\partial \phi^{2}}\left(v^{2}\right) \\
\frac{\partial^{2} y}{\partial x^{2}}=\frac{\partial^{2}}{\partial \phi^{2}}
\end{array}\right\} \\
& \lambda v^{2} \frac{\partial^{2} f}{\partial \phi^{2}}=T \frac{\partial^{2}}{\partial \phi^{2}} \\
& v=\sqrt{\frac{T}{\lambda}} \\
& \sqrt{\frac{\mathrm{~kg} \cdot \mathrm{~m} / \mathrm{s}^{2}}{\mathrm{~kg} / \mathrm{m}}}=\mathrm{m} / \mathrm{s}
\end{aligned}
$$

(6)

$$
\left.\frac{1}{v^{2}} \frac{\partial^{2} y}{\partial t^{2}}=\frac{\partial^{2} y}{\partial x^{2}}\right]
$$

To satisfy $B C^{\prime}$ s of a string fixed at two points, we con user a superposition of two "trawling waves" moving in opposite directions

not all solution c to themave equation are waves.
linearity
wave

standing waves
F. 13 Video pages for electromagnetic plane waves
(1)

Electromagnetic plane waves

$$
\begin{aligned}
& \nabla_{\psi}^{2} \vec{E}=\mu_{0} \epsilon_{0} \frac{\partial^{2} \vec{E}}{\partial t^{2}} \quad \text { (*) } \\
& \vec{E}=\vec{E}_{0} \widehat{\cos (k z-\omega t)} \text { setisties (*). } \\
& 4 \text { constant } \\
& \underbrace{f(x \mp v t)}_{\Delta}, c=\frac{1}{\sqrt{\mu_{0} \epsilon_{0}}} \\
& \left.\begin{array}{l}
\vec{E}=\vec{E}_{0} \cos (k[\underbrace{\left.z-\frac{w}{k} t\right]}_{\phi}) \\
\vec{B}=\vec{B}_{0} \cos \left(k\left[z-\frac{\omega}{k} t\right]\right)
\end{array}\right\}
\end{aligned}
$$

(2)

Use complex numbers to simplify algebra:

$$
\begin{equation*}
\vec{E}(\vec{r}, t)=\vec{E}_{0} e^{i(k z-\omega t)} \tag{*}
\end{equation*}
$$

a could ba a complex number
Similarly for $\vec{B}(\vec{r}, t)$.
Meaning? We should interpret the real part of $\vec{E}(\vec{r}, t)$ as being the actual field.
Recall for any complex number, $z: \operatorname{Re}(z)=\frac{z+z^{*}}{2}$ Suppose (k) together with a $\vec{B}(\vec{r}, t)$ satisfies
Makwalls eqns, then $\vec{E}^{*}(\vec{r}, t)$, $\vec{B}^{*}(\vec{r}, t)$ also satisfy Maxwell's equations.
(3)

Donble chack that $\vec{E}=\vec{E}_{0} e^{i(k z-w t)}$
satisflas wave eguation $\nabla^{2} \vec{E}=\mu_{0} \epsilon_{0} \frac{\partial^{2} \vec{E}}{\partial t^{2}}$

$$
\begin{gathered}
\vec{E}_{0}(+i k)^{2} e^{i(k z \omega t)}=\mu_{0} c_{0}(-i \omega)^{2} \not \ell^{i(k 2-\omega t)} \vec{E}_{0} \\
\frac{\omega}{k}=\sqrt{\frac{1}{\mu_{0} \epsilon_{0}}}=c
\end{gathered}
$$

$$
A_{p p l y} \nabla \cdot \vec{E}=0: \quad \nabla \cdot\left(\vec{E}_{0} e^{i(k=-\omega t)}\right)=0
$$

Remamber vector identity:

$$
\begin{aligned}
& \nabla \cdot(f \vec{v})=\nabla f \cdot \vec{v}+f \nabla \cdot \vec{v} \\
& i k \hat{z} e^{i(k z-\omega t)} \cdot \vec{E}_{0}=0 \\
& \vec{E}_{0} \cdot \hat{z}=0 \quad \text { similaley } \hat{B}_{0} \cdot \hat{z}=0
\end{aligned}
$$

(4)

What is the ralationship between $\vec{E}_{0}$ and $\vec{B}_{0}$ ?

* $\nabla \times \vec{E}=\frac{-}{4} \frac{\partial \vec{B}}{\partial t}$

$$
\nabla \times(\vec{E}_{0} \underbrace{e^{i(k z-\omega t)}})=-\frac{\partial}{\partial t} \vec{B}_{0} e^{i(k z-\omega t)}
$$

Vector identity: $\nabla \times(f \vec{v})=\nabla f \times \vec{v}+f \nabla \times \vec{v}$

$$
\begin{align*}
& i k \hat{z} e^{i(k z-\omega t)} \times \vec{E}_{0}=\vec{B}_{0} \text { iwt } \\
& \nabla \times \overrightarrow{B_{0}}=\frac{1}{c} \hat{z} \times \vec{E}_{0} \quad \text { (1) }  \tag{1}\\
& \mu_{0} e_{0} \frac{\partial \vec{E}}{\partial t} \Rightarrow \vec{E}_{0}=-\hat{z} \times c \vec{B}_{0} \tag{2}
\end{align*}
$$

(5)

Show that (2) $\Rightarrow$ (1) :

$$
\begin{aligned}
\hat{z} \times \vec{E}_{0} & =\hat{z} \times\left(-\hat{z} \times c \vec{B}_{0}\right) \\
& =-[\hat{z}(\underbrace{\hat{z} \cdot c \vec{B}_{0}}_{=0})-c \vec{B}_{0}(\hat{z} \cdot \hat{z})] \\
& =c \vec{B}_{0}
\end{aligned}
$$

$$
\vec{B}_{0}=\frac{1}{c}\left(\hat{z}_{<} \vec{E}_{0}\right)
$$

// Also (1) $\Rightarrow$
(6)

$$
\begin{aligned}
& \vec{E}=\vec{E}_{0} e^{i(k z-\omega t)} \\
& \vec{B}=\frac{\hat{z}_{\times} \vec{E}_{0}}{c} e^{i(k z-\omega t)}
\end{aligned}
$$

$\square$
with $\vec{E}_{0} \cdot \hat{z}=0$ and $\omega / k=\frac{1}{\sqrt{y_{0} 0}}=c$
Generalize to arb. direction of propagation $\hat{k}$

$$
\begin{aligned}
& \vec{E}=\vec{E}_{0} e^{i(\vec{k} \cdot \vec{r}-\omega t)} \\
& \vec{B}=\frac{\hat{k}^{\prime} \times \vec{E}_{0}}{c} e^{i(\vec{k} \cdot \vec{r}-\omega t)} \\
& \vec{E}_{0} \cdot \hat{k}=0, \quad \frac{\omega}{|\vec{k}|}=\frac{1}{\sqrt{r_{0} t_{0}}}=c
\end{aligned}
$$

F. 14 Video pages for energy and momentum transport in electromagmetic waves
(1)


What is power/unit area dissipated in wall?

linearly polarized.
(2)

$$
\begin{aligned}
& \begin{array}{l}
\text { Apply Pointing's theorem } \quad=: u_{E M} \\
p=-\frac{d}{d t} \int_{\rho} d \tau\left[\frac{\epsilon_{0} E^{2}}{2}+\frac{1}{\mu_{0}} \frac{B^{2}}{2}\right]_{R}
\end{array} \\
& -\frac{1}{\mu_{0}} \delta(\underbrace{\vec{E} \times \vec{B}}) \cdot \alpha_{a} \\
& \left.U_{E M}\langle\rightarrow\rangle\right\rangle=\text { time average. }\langle\cdots\rangle \\
& \left\langle\frac{d u_{\text {EM }}}{d t}\right\rangle=0
\end{aligned}
$$

(3)

We only need to consider the Poynting vector term.

$$
\begin{aligned}
& \vec{S}=\frac{1}{\mu_{0}} \vec{E} \times \vec{B} \\
& =\frac{1}{\mu_{0}} \vec{E}_{0} \cos (\vec{k} \cdot \vec{r}-\omega t) \times \hat{k} \times \frac{\vec{E}_{0}}{c} \cos (\vec{k} \cdot \vec{r}-\omega t) \\
& \left.\langle\vec{s}\rangle=\frac{1}{\mu_{0} c} \vec{E}_{0} \times\left(\hat{k} \times \frac{\vec{E}_{0}}{c}\right)\left\langle\cos ^{2}(\vec{k} \cdot \vec{r}-\ldots t)\right\rangle\right\rangle^{\prime} \frac{1}{2} \\
& =\frac{1}{\mu_{0} c}(\hat{k} E_{0}^{2}-\vec{E}_{0}(\underbrace{\vec{E}_{0}-\hat{k}})) \frac{1}{2}{ }_{0}-\hat{A}-\hat{R} \\
& \cos ^{2} x=\frac{1+\cos 2 x}{2}
\end{aligned}
$$

(4)

$$
P=A \frac{E_{0}^{2}}{\partial \mu_{0} c}\left[\frac{P}{A}=\frac{E_{0}^{2}}{\partial \mu_{0} c}\right]
$$

What units does Hoc have?

$$
\begin{gathered}
\frac{N}{A^{2}} \frac{m}{s}=\frac{N^{2}}{A} \cdot \frac{r^{2}}{\delta}=\frac{V}{A}=\Omega \\
\mu_{0} c=\frac{V^{2}}{R} \\
P=\frac{V^{2}}{R}
\end{gathered}
$$

(5)

How intense would have to ba to pull" an electron off a hydrogen atom?

$$
\begin{aligned}
& \underset{\text { at Bohr }}{E} \quad \frac{q}{4 \pi \epsilon_{0}} \frac{1}{a_{0}^{2}} \\
& \simeq \frac{1.6 * 10^{-19} c}{4 \pi * 8.85 * 10^{-12} \frac{1}{\frac{\mathrm{~N}}{\mathrm{c}^{2}} \cdot \mathrm{~m}^{2}} *\left(0.5 * 10^{-10} \mathrm{~m}\right)^{2}, ~(0)} \\
& \simeq 6 * 10^{\prime \prime} \frac{N}{c} \quad\left(\frac{v}{m}\right) \\
& I=\frac{1}{2 * 377 \pi} 1 \nmid 1^{2} \\
& \simeq 4.4 * 10^{20} \frac{\mathrm{~m}}{\mathrm{~m}^{2}}
\end{aligned}
$$

(6)

Consider a pulsed laser beam $\leqslant 10 \mathrm{fs}$

$$
A \simeq\left(10^{-6} \mathrm{~m}\right)^{2} \text { cross-sation duration }
$$

$$
\begin{aligned}
& E=I \Delta t A \\
& \underset{\substack{\text { bergen } \\
\text { puls a }}}{g}=4.4 * 10^{20} \frac{\mu}{\mathrm{~m}^{2}} *\left(10^{-6} \mathrm{~m}\right)^{2} * 10^{-14} \mathrm{~s} \\
& =4.4 * 10^{-6} J \approx 4.455
\end{aligned}
$$

(7)

What is $\stackrel{\leftrightarrow}{T}$ ?

$$
\begin{aligned}
T_{i j} & =\epsilon_{0}\left(E_{i} E_{j}-\frac{1}{2} E^{2} \delta_{i j}\right)+\frac{1}{\mu_{0}}\left(B_{i} B_{j}-\frac{1}{2} B^{2} \delta_{1 j}\right) \\
\vec{E} & =\hat{x} E_{0} \cos (k z-\omega t) \\
\vec{B} & =\underbrace{\hat{z} \times \hat{x}}_{\hat{y}} \frac{E_{0}}{2} \cos (k z-\omega t)
\end{aligned}
$$

again we use $\left\langle\cos ^{2} x\right\rangle=\frac{1}{2}$

$$
\langle T\rangle=\frac{1}{2}\{\underbrace{}_{\underset{\mu_{0} \epsilon_{0}}{\epsilon_{0}}=c^{2} \Rightarrow \underbrace{\frac{1}{\mu_{0} c^{2}}}=\epsilon_{0}^{2}\left[\begin{array}{ll}
1 & \\
& -1 \\
& -1
\end{array}\right]+\underbrace{\frac{1}{2 \mu_{0}}\left(\frac{E_{0}}{c}\right)^{2}}\left[\begin{array}{cc}
-1 & \\
1 & \\
& -1
\end{array}\right]\}}
$$

(8)

$$
\langle T\rangle=\frac{1}{2} \epsilon_{0} E_{0}^{2}\left[\begin{array}{lll}
0 & & \\
& 0 & \\
& -1
\end{array}\right]
$$

$-\xi \stackrel{\leftrightarrow}{T} \cdot d \vec{a}$


$$
\begin{aligned}
& C=A \frac{1}{2} \epsilon_{0} E_{0}^{2} \hat{z}, \epsilon_{0}=\frac{1}{\mu_{0} c^{2}} \\
& {\left[\frac{1}{A}\left\langle\frac{d \vec{p}}{d t}\right\rangle=\hat{z} \frac{E_{0}^{2}}{2 \mu_{0} c^{2}}\right]=\hat{z}<\frac{d E}{d t}>\frac{1}{C}} \\
& E=\sqrt{(p c)^{2}+\left(m c_{c}^{2}\right)^{2}} \quad E=P C
\end{aligned}
$$

F. 15 Video pages for solving Maxwell's equations in the Lorenz gauge
(1)

Solving Maxwell's equations in the

$$
\begin{aligned}
& \partial_{\alpha} A^{\alpha}=0 \\
& -\partial_{\alpha} \partial^{\alpha} A^{\beta}=\mu_{0} J^{\beta}
\end{aligned}
$$

$$
\begin{aligned}
& \left(-\nabla^{2}+\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}\right) \underbrace{\psi(\vec{r}, t)}=\underbrace{f(\vec{r}, t)}_{4} *
\end{aligned}
$$

(2)

Take a Green's function approach:

$$
\begin{aligned}
& \left(-\nabla^{2}+\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}\right) \underbrace{G(\vec{r}, t)}=\underbrace{\delta^{3}(\vec{r})}_{\delta(x) \delta(y) \delta(z)} \delta(t) \\
& *(\vec{r}, t)=\int d^{3} r^{\prime} d t^{\prime} G\left(\vec{r}-\vec{r}^{\prime}, t-t^{\prime}\right) f\left(\vec{r}^{\prime}, t^{\prime}\right)
\end{aligned}
$$

Use Fourier transform tachrigua :

$$
\begin{aligned}
& \tilde{G}(\vec{r}, \underline{\underline{\omega}})=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d t G(\vec{r}, t) e^{i \omega t} \\
& G(\vec{r}, t)=\underbrace{\int_{-\infty}^{\infty} d \omega \tilde{G}(\vec{r}, \omega) e^{-i \omega t}} *
\end{aligned}
$$

(3)

$$
\tilde{\delta}(w)=\frac{1}{2 \pi}
$$

$$
\text { becansa } \int_{-\infty}^{\infty} d \omega \frac{1}{2 \pi} e^{-i \omega t}=\frac{1}{2 \pi} \pi \delta(t)
$$

(4)

$$
\left(t \nabla^{2}+k_{\alpha}^{2}\right) \tilde{c}(\vec{r}, w)=-\frac{\delta^{3}(\vec{r})}{2 \pi}
$$

$\tilde{G}(\vec{r}, w)$ can be writtan $\tilde{G}(r, w)$, are use spherical coordinates.

$$
\frac{1}{r} \frac{d^{2}}{d r^{2}}(r \tilde{G}(r, \omega))+k^{2} \tilde{G}(r, w)=-\frac{\delta^{3}(\vec{r})}{2 \pi}
$$

Excapt at origin :

$$
\begin{aligned}
& \frac{d^{2}(\overbrace{r \tilde{G}(r, w)}^{d})}{d r^{2}}+k^{2} \underbrace{\tilde{G}(r, \omega)}_{=: \times(r)}=0 \\
& \frac{d^{2} \times(r)}{d r^{2}}=-k^{2} \times(r) \Rightarrow x(r)=e_{4}^{ \pm} \text {. ikr. .omstant }
\end{aligned}
$$

$$
\begin{aligned}
& {\left[-\nabla^{2}+\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}\right] \int_{-\infty}^{\infty} d \omega \tilde{G}(\vec{r}, \omega) e^{-i \omega t}=\delta^{3}(\vec{r}) \frac{1}{2 \pi} \int_{-\infty}^{\infty} d \omega e^{-i \omega t}} \\
& \int_{-\infty}^{\infty} d \omega\left[-\nabla^{2}+\left(-\frac{i \omega}{c^{2}}\right)^{2}\right] \tilde{G}\left(\frac{1}{r}, \omega\right) e^{-i \omega t}=\quad " \\
& \int_{-\infty}^{\infty} \underbrace{\left\{\left[-\nabla^{2}-\frac{\omega^{2}}{c^{2}}\right] \tilde{G}(\vec{r}, \omega)-\frac{\delta^{3}(\vec{r})}{2 \pi}\right\} e^{-i \omega t}=0}_{=0}
\end{aligned}
$$

(5)

$$
\tilde{G}(r, \omega)=\left\{\begin{array}{l}
A \frac{e^{-i k r i o}}{r}!i+B \frac{e^{-i k r a}}{r} a
\end{array}\right.
$$

where $A$ and $B$ are given by B.C.'s.

$$
\begin{aligned}
& \text { Suppose } k=0 \text { then } \underbrace{-\nabla^{2} \tilde{G}(r, 0)=f^{3}(\vec{r}) / 2 \pi}_{\begin{aligned}
\text { Poisson's en for a point charge } \\
\text { at origin }
\end{aligned}} \\
& \text { at obtain. } \\
& -\nabla^{2} \phi=\frac{q}{\epsilon_{0}} \delta^{3}(\vec{r}) \\
& \phi=\frac{1}{4 \pi \in 0} \frac{q}{r} \\
& A+B=\frac{1}{2 \pi} \frac{1}{4 \pi} \text {. Assume } \quad A=\frac{1}{2 \pi} \frac{1}{4 \pi} \\
& B=0
\end{aligned}
$$

(6)

$$
\tilde{G}(r, \omega)=\frac{1}{4 \pi} \frac{1}{2 \pi} \frac{e^{i k r}}{r}
$$

Inverse fourier transform:

$$
\begin{aligned}
G(r, t) & =\int_{-\infty}^{\infty} d \omega \int_{\frac{1}{4 \pi} \frac{1}{2 \pi} e^{i \frac{\omega}{2} r} e^{-i \omega t}} \\
& =\frac{1}{4 \pi} \frac{1}{2 \pi} \frac{1}{r} \int_{-\infty}^{\infty} 2 \omega e^{i \omega\left[\frac{r}{c}-t\right]} \\
& =\frac{1}{4 \pi} \frac{1}{2 \pi} \frac{1}{r} 3 \pi \delta\left(\frac{r}{c}-t\right)
\end{aligned}
$$

Now this Gratis function for an arb. Source fid d $f(\vec{r}, t)$.
(ㄱ)

$$
\begin{aligned}
& G\left(\vec{r}-\vec{r}^{\prime}, t-t^{\prime}\right)=\frac{1}{4 \pi\left(\vec{r}-\vec{r}^{\prime} \mid\right.} \delta\left(\frac{\vec{r}_{-\overrightarrow{-}}{ }^{\prime} \mid}{c}-\left(t-t^{\prime}\right)\right) \\
& \left.\psi \vec{G}, t)=\int \frac{d^{3} \vec{r}^{\prime} d t^{\prime}}{4} \frac{1}{L \pi|\vec{r}-\vec{r}|} \delta\left(\frac{\left|\vec{r}-\vec{r}^{\prime}\right|}{c}-\left(t-t^{\prime}\right)\right) s C^{r^{\prime}}, t^{\prime}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{4 \pi} \int a \tau^{\prime} \frac{1}{\mu} f(\vec{r}^{\prime}, \underbrace{t^{\phi}, \frac{\pi}{c}}_{\underbrace{\text { retarded } t i m a}}) ~ G
\end{aligned}
$$
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[^0]:    ${ }^{1}$ Instead of $:=$, GITE4 uses the physics style $\equiv$ for definitions. But a definition is an asymmetric relation, so I side with the mathematicians (!) and use $:=$ and $=:$ for definitions and (occasionally) $\equiv$ for equivalences, not definitions.
    ${ }^{2}$ In an earlier version of these notes, I referred to the SI system using the equivalent but outdated terminology: "rationalized metre kilogram second ampere" (RMKSA) system.

[^1]:    ${ }^{3}$ In this section, all motion is in one spatial dimension, which I take to be $x$, and indicate the projections by $v_{B P, x}:=\mathbf{v}_{B P} \cdot \hat{\mathbf{x}}$. In an earlier version of these notes (and my videos), I indicated that in this section omitting the vector sign referred to the projection along the axis, not the magnitude. What a terrible idea $\cdot:!$

[^2]:    ${ }^{4}$ Yes, yes, I know. That will involve highly non-relativistic speeds. I will also assume that you can really kick a soccer ball.

[^3]:    ${ }^{5}$ Recall a physicist's mantra: check limiting cases. If you kick the ball so hard that it travels close to the speed of light, then $v_{B E, x} \approx c$, and Eq. 12 gives $g \approx 0$; i.e., the ball and returning light pulse meet at the front of the coach, as expected. And if you do not kick the ball at all, $v_{B E, x}=v_{T E, x}$, and then Eq. 12 gives $g=1$; i.e, the light pulse and ball meet at your location, also as expected.

[^4]:    ${ }^{6}$ To be more accurate, it is the speed of light in vacuum that remains the same in different inertial frames. But for visible light there is only a small fractional difference between the speed of light in vacuum and in air, and thus we just use $c$ in this section. Likewise, unless otherwise instructed, in this course you may assume that "air" is close enough to vacuum that we need not consider that the speed of light in air differs from that in vacuum. We shall discuss this issue in much more detail in the next section.

    7"... a table will remain a table unless it gets broken or something." https://www.newyorker.com/humor/ daily-shouts/an-oral-history-of-isaac-newton-discovering-gravity-as-told-by-his-contemporaries.

[^5]:    ${ }^{8}$ Einstein wondered about what you would observe when "riding along" with an electromagnetic wave (in vacuum) when he was 16. The paradoxes that result without SR - namely that Maxwell's equations are not satisfied in this moving frame - were precursors to his later thinking. In his later days, he reflected upon his early thinking: "Invention is not the product of logical thought, even though the final product is tied to a logical structure." For more details see Section 6d, pg 131, of Pais' biography of Einstein [6].

[^6]:    ${ }^{9}$ Each path shares a common time dependent phase, which drops out of the difference. I am dropping any phase difference that exists with zero water flow, as it will just add a constant offset independent of $v_{w, C W}$.

[^7]:    ${ }^{10} \mathrm{~A}$ key point is that both ends of the barbells passing through the door way are simultaneous events in both your and the door's rest frame.
    ${ }^{11}$ From the mathematical identity, $\cosh ^{2} \theta-\sinh ^{2} \theta=1$, we may determine that

    $$
    \cosh \theta=\frac{1}{\sqrt{1-(\tanh \theta)^{2}}}
    $$

    and thus recognize that $\gamma=\cosh \theta$, since $v_{T E, x} / c=\tanh \theta$.

[^8]:    ${ }^{12}$ Instead of the "half-life", we will use "lifetime" $t_{1 / e}$ so that the exponential decay factor may be conveniently written as $\exp \left(-\Delta t / t_{1 / e}\right)$, instead of $2^{-\Delta t / t_{1 / 2}}$.

[^9]:    ${ }^{13}$ There is also a short movie to accompany Frisch and Smith's paper. It is helpful to know that in earlier literature, including the article by Frisch and Smith [7], muons are referred to as " $\mu$-mesons". This terminology is no longer used.

[^10]:    ${ }^{14}$ Zangwill [3] (pg 830) discusses a nice example of length contraction in the "head-on" collisions of gold nuclei. It is clear that significant length contraction is important to understand the phenomena, but the connection to actual experimental observations is still a bit abstract.

[^11]:    ${ }^{15}$ Jackson [8] (Section 11.9) discusses the strong experimental evidence for charge invariance.
    ${ }^{16}$ I have followed the argument given in GITE4 Section 12.3.1. The setup is somewhat artificial but the same principles apply to real current-carrying wires. Purcell's original discussion [9] is more realistic.
    ${ }^{17}$ The subscript on $B$ indicates that it is specific to the lab frame $L$.

[^12]:    ${ }^{18}$ Two parallel wires with currents in the same direction attract; if the currents are in opposite directions, the wires repel. If you only want to remember one thing about magnetism, this should be it.

[^13]:    ${ }^{19}$ It is almost unjust how much easier this derivation is with rapidities; cf. GITE4 Eq. 12.82 .

[^14]:    ${ }^{20}$ The distinction between active and passive transformations is particularly important in the quantum theory of angular momentum.
    ${ }^{21}$ By consideration of rotations into and out of the "standard configuration" so that $y_{A}=y_{B}$ and $z_{A}=z_{B}$, we may conclude, more generally, that $-(c t)^{2}+x^{2}+y^{2}+z^{2}$ is a Lorentz invariant. I will omit the two orthogonal coordinates when they are not apropos, their presence being understood as implicit.

[^15]:    ${ }^{22}$ GITE4 calls it the four-dimensional scalar product.

[^16]:    ${ }^{23}$ Despite its pedigree I must admit that I do not find this argument entirely compelling. For one thing, it does not rule out a constant phase difference. Perhaps a variant of an argument used in Section 10 removes my objection: during the zeros of the $\mathbf{E}$ and $\mathbf{B}$ field, a test particle will not accelerate. At all other phases there will be acceleration. The presence or absence of acceleration is a Lorentz invariant concept - acceleration can not be "transformed away" (as emphasized in Section 10). The invariance of these zeros of acceleration removes the possibility of a constant phase difference between inertial frames.

[^17]:    ${ }^{24}$ It is tempting to just reuse the "dot" of the dot product to represent the Lorentz invariant scalar product - like Taylor [10] and Jackson [8] do. But I have found - at least when teaching - that this reuse creates problems. Usage of the $\diamond$ symbol is suggested in the Feynman lectures - the four-edges/corners remind us of its four-dimensional character.
    ${ }^{25}$ The "covariant component" terminology should not be confused with the "principle of covariance" discussed earlier in Section 10. There is a loose connection, but the reuse of "covar-" is mostly just an unhelpful overloading.

[^18]:    ${ }^{26}$ "Rank" is yet another overloaded term; its usage here relates to, but differs from the "rank of a linear transformation".
    ${ }^{27}$ One slight disadvantage of the tensor notation is that we can no longer use subscript labels, but instead must use symbols like ${ }^{\sim}$ and ' to distinguish between quantities in different inertial reference frames.

[^19]:    ${ }^{28}$ Here is a good place to mention a convention. Since $I$ is invariant, so is $-I$. The choice of $-I$ as the interval is consistent with an alternate convention (from these notes and GITE4) in which the metric is $g_{00}=1, g_{11}=g_{22}=$ $g_{33}=-1$; i.e., to go between co- and contravariant components with this metric the space-like components should be reversed instead of the time-like component. This alternate convention is used by Landau and Lifshitz [1] and others. But the difference between these metrics is not important - in the same way that it does not really matter what side of the road we drive on. But as Zare notes [14] - in a similar context - woe betide those who flout local customs!
    ${ }^{29}$ Sometimes when I do not need to label the two points explicitly, I will just write

[^20]:    ${ }^{30}$ Take that, Ted Chiang.

[^21]:    ${ }^{31}$ The action is the time integral of the Lagrangian over a trajectory; see Appendix B. Since the action may be computed for different world-lines connecting the same start and end events, it may be considered to be a device which takes a function(s) and spits out a number - a so-called functional.
    ${ }^{32}$ If a trajectory minimizes an invariant action then it is clear that this trajectory corresponds to a world-line which minimizes the action in all inertial frames. Unfortunately, the simplicity (but not the outcome) of this argument is spoiled by the fact that the "principle of least action" is a misnomer - it really should be called the "principle of stationary action". See this nice example.

[^22]:    ${ }^{33}$ Taylor and Wheeler [17] coined the "momenergy" terminology. It would be great if all of the four-vectors had their own special names distinguishing them from their three-dimensional cousins.
    ${ }^{34}$ Depending on the context, "proper velocity" may also refer to just the space part of the $\eta^{\alpha}$ four-vector.

[^23]:    ${ }^{35}$ As with the previous section, we omit the starting and ending events that define the limits of the action integral, but they should be understood to be implicit.

[^24]:    ${ }^{36}$ This derivative is sometimes known as the convective derivative, but also has many other names. A rose something, something ...

[^25]:    ${ }^{37}$ Here I am following the treatment found in section 23 of Landau and Lifshitz [1], with some slight differences due to the unit systems. L\&L use the more condensed " $\delta$ " notation of the calculus of variations.

[^26]:    ${ }^{38}$ This application of the chain rule is analogous to the second term in the convective derivative of Eq. 229.

[^27]:    ${ }^{39}$ GITE4 calls it the "field tensor", but adding the "Faraday" qualifier makes it a bit more clear that it is related to the electric and magnetic fields.
    ${ }^{40}$ Just a reminder about the double meaning of "covariant" (as previously discussed in footnote 25): here I mean that the Lorentz force law has the same form in all inertial reference frames - the principle of covariance introduced in Section 10. It is also true that the LHS of Eq. 259 gives the covariant components of the Minkowski force as opposed to the contravariant components - but we could just as easily write an equivalent equation for its contravariant components following the normal rules described in Section 12.

[^28]:    ${ }^{41}$ GITE4 notes variations in the definition of the Faraday tensor. The definition here (Eq. 261) is equivalent to the one in GITE4.

[^29]:    ${ }^{42}$ Thomson's presentation may be found here, but it is mainly of historical interest.

[^30]:    ${ }^{43}$ From the Carter to Reagan transition of my childhood I recall the metric system being vaguely associated with communism.

[^31]:    ${ }^{44}$ It is conventional in the Gaussian and Heaviside-Lorentz systems to use centimetres, grams, and seconds instead of metres, kilograms, and seconds; but that does not change the symbolic form of equations; i.e., $\mathbf{F}=m \mathbf{a}$ in both.

[^32]:    ${ }^{45}$ Some details and the early history of cyclotrons are given in M. S. Livingston, "Part I, History of the cyclotron", Physics Today 12, 18-23 (1959). The biography: L. W. Alvarez, Alvarez: adventures of a physicist (Basic Books, New York, 1987) contains some interesting personal recollections from the early days of cyclotrons.

[^33]:    ${ }^{46}$ Even the usually reliable wikipedia should never be fully trusted: I was recently surprised to find some rather dubious claims in an entry. No, it was not about something important or controversial, but instead regarding the rather mundane virial expansion: a systematic way of accounting for corrections to the ideal gas law.

